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A Brief Introduction to Laser-
driven Plasma Based Particle
Acceleration

Laser-plasma acceleration has been attractive since
the idea of laser wakefield accelerator (LWFA) was
proposed in 1979 by Tajima and Dawson. One of
the advanced features of plasma acceleration is that
it supports large electric field reaching 100 GV/m,
which makes the potential compact accelerator to
be possible. Various mechanisms for electron in-
jection control, laser pulse guiding and beam qual-
ity improving have been proposed and demonstrated
in the past decades. Electron beams up to 8 GeV
with the charge quantity of tens pico-Coulomb have
been addressed in experiments. With the develop-
ment of laser technology, multi-PW laser is available
nowadays and the corresponding intensity exceeds
1021 W/cm2. It results in the generation of high
energy ion beams when such an intense laser pulse
irradiates on a dense target. The tens-MeV proton
beams accelerated by laser-plasma interactions have
the unique features of short duration, high brilliance,
and low emittance. This work introduces the basic
physics of laser-plasma interactions and the corre-
sponding charged particle acceleration mechanisms.
Comprehensive theoretical models for both electron
and ion acceleration are presented. Practical formu-
las of the limited acceleration length and the energy
scaling laws based on the laser-plasma parameters are
given. The typical numerical method, Particle-in-cell
simulation, is also briefly mentioned.

I. Introduction to Plasma
Physics

Plasma is an ionized state with free electrons and
ions as its main constituents, which is often referred
to as the fourth state of matter. The universe is made
of dark energy, dark matter, and only 1 % normal
matter. Plasma is the most predominant state of
the normal matter. It can be produced by further
heating the gas till the thermal energy overcomes the
Coulomb potential. Thus it is easy to understand
that plasma mainly exists in vacuum since air de-
creases the temperature resulting the electrons and
ions recombination to the neutral states. Many as-
tronomical objects are partially or fully in plasma
states and allow to be detected. Although the nat-
ural plasma is rare on earth, artificial plasma has
significant applications in fundamental science and
industries. Capacitively coupled plasma (CCP) and
inductively coupled plasma (ICP) have been widely

employed in the semiconductor processing. The re-
search of Warm dense matter (WDM) encompasses
ionized fluids at the confluence of condensed mat-
ter physics, plasma physics and dense liquids. The
laboratory astrophysics diagnose the plasma in ex-
periments to model the astrophysical phenomena.
Not even to mention the field of hot-plasma physics
which is the fundamental of controlled nuclear fusion
projects. Therefore, plasma physics includes many
topics and covers a wide range of temperature and
density parameters. It would be too ambitious to
fully discuss all of them in a short lecture. For a more
comprehensive and systematic description of plasma
physics, one may consult the classical textbooks by
F. F. Chen [1]. It is also one of the important ref-
erences for this lecture. Concerning the laser-plasma
interactions discussed in the later sections, one of the
best references is by P. Gibbon [2], which also in-
cludes some basic theoretical description of plasma.
Here the theoretical descriptions of plasma are fo-
cused on its features in responding the electromag-
netic field and the corresponding dynamics. A better
understanding of these fundamental theories would
be beneficial to the further study of laser-plasma in-
teraction and charged particle acceleration.

1.1 Basic Plasma Parameters

Plasma is a quasi-neutral gas with both charged
particles and neutral atoms, which exhibits collective
behavior. To estimate the degree of ionization under
the thermal equilibrium condition, one may use the
Saha equation,

ni

na
= 2.4× 1015

T 3/2

ni
e−Ui/kBT , (1)

where ni and na are the number density of the
charged ions and the neutral atoms, T is the tem-
perature, kB is the Boltzmann constant and Ui is the
corresponding ionization potential energy. Eq. (1)
shows that the ionisation fraction at room tempera-
ture is negligible. With the rise of the temperature
approaching to the ionization potential energy, ni in-
creases dramatically until the gas is fully ionized. The
degree of ionization is defined as,

η =
ni

ni + na
. (2)

One of the main differences between plasma and
neutral gas is the presence of a long-range electro-
magnetic force. In the case of neutral gas, the in-
teractions are mainly dominated by the collisions be-
tween neighbouring atoms and molecules. However,
the charged particle motions in plasma result not only
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the collisions but also the charge separation and cur-
rents. The charge separation gives rise to an electric
field, while the currents induce a magnetic field. In
contrast to the molecular collisions, electromagnetic
field exerts a long-range influence on charged parti-
cles. Collective behavior of plasma indicates that the
plasma motion not only depends on local particles
states but also on the remote conditions. In fact,
in many cases of plasma physics including the laser-
plasma acceleration in this lecture, the long-range
electromagnetic force is much larger than the local
collisions so that the latter one becomes negligible.
Such the plasma is called as collisionless plasma.
The collective motion of the charged particles en-

ables plasma to respond rapidly to an external elec-
tric field. One may expect that the free electrons
in plasma rearrange themselves in the vicinity of the
source of the external electric field, forming a layer to
screen the field as illustrated in Fig. 1(a). An anode,
serving as the source of the electric field, is intro-
duced into the plasma, resulting in the formation of
an electron cloud (also called as a sheath) around the
anode.

FIG. 1: (a) Schematics of Debye shielding. (b) Electric
potential with respect to the Debye length.

To calculate the thickness of the electron cloud, it is
non-trivial to assume that the ions are not disturbed
due to the large mass. One dimensional Poisson’s
equation is,

d2ϕ

dx2
= −4πe(Zni − ne) = −4πe(ni − ne), (3)

where ne is the electron density, e is the elementary
charge, and the charge number is chosen to be Z = 1
for simplicity. Considering the potential energy of
−eϕ, the electron velocity distribution function be-
comes:

f(u) = Aexp[−(
1

2
meu

2 − eϕ)/kBTe], (4)

where me is the electron mass and Te is the elec-
tron temperature. Integrating over Eq. (4) as ne =∫ +∞
−∞ f(u)du and considering the boundary conditions
at infinity (ϕ ∼ 0 and ne = n0) yields the following
electron density expression,

ne = n0exp(eϕ/kBTe). (5)

Substituting ni and ne in Eq. (3) with ni = n0 and
Eq. (5), one obtains

d2ϕ

dx2
= 4πen0{[exp(

eϕ

kBTe
)]− 1}. (6)

A Taylor expansion of the above equation, with the
exclusion of the higher-order terms, yields the follow-
ing equation,

d2ϕ

dx2
=

4πn0e
2

kBTe
ϕ. (7)

It is now easy to get the solution of the potential
distribution as

ϕ = ϕ0exp(−|x|/λD), (8)

which describes the rapid drop of the electric poten-
tial due to the plasma shielding effect, as shown in
Fig. 1(b). In particular, an important parameter
in plasma physics for measuring the thickness of the
sheath is defined here

λD =

√
kBTe

4πn0e2
, (9)

which is called Debye length. Considering a system
with a sufficiently large characteristic scale length
(L >> λD), any electric potential from an exter-
nal source or unbalanced charge distribution will be
shielded within a short distance compared to the sys-
tem size. The plasma is still globally a quasi-neutral
gas.

Therefore, one of the criteria of plasma is that the
ionized gas has sufficient density to make its Debye
length much shorter than its size. To ensure statis-
tical validity, it is necessary that there are sufficient
particles present in the sheath,

ND =
4

3
πλ3

Dn0 >> 1. (10)

The corresponding volume is called as the ’Debye
sphere’. The plasma that satisfies the condition ex-
pressed in Eq. (10) exhibits collective behavior.

1.2 Kinetic Theory of Plasmas

This section will introduce the kinetic theory of
plasmas, with a particular focus on the collision-
less Vlasov theory. Considering a system contains
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a large number of particles and each of them is char-
acterised by its charge, mass, position and velocity,
i.e., f(xi, vi, qi,mi). A certain particle in the position
and velocity phase space (6-D) can be described as,

Ni(x⃗, v⃗, t) = δ(x⃗− X⃗i(t))δ(v⃗ − V⃗i(t)), (11)

which is called as the density function of single par-
ticle. At any given time, integration of the density
function over the entire phase space yields the total
number of particles in the system. Assuming there
are two species of particles in the system, namely
electrons and ions, each with N0 particles. Conse-
quently, the density of species s is as follows:

Ns(x⃗, v⃗, t) =

N0
i=1

δ(x⃗− X⃗i(t))δ(v⃗ − V⃗i(t)), (12)

and the total number of particles in the system is
simply the summation of the species,

Nt(x⃗, v⃗, t) =

s=e,i

Ns(x⃗, v⃗, t). (13)

The motion equation for particle i is given by

ms
˙⃗
Vi(t) = qsE⃗

m[X⃗i(t), t]+
qs
c
V⃗i×B⃗m[X⃗i(t), t], (14)

which incorporates the Lorentz force. An exact equa-
tion for the evolution of a plasma can be obtained by
taking the time derivative of the density functional
Ns in Eq. (12), which returns:

∂Ns(x⃗, v⃗, t)

∂t
=

N0
i=1

∂

∂X⃗i

[δ(x⃗− X⃗i(t))δ(v⃗ − V⃗i(t))]
∂X⃗i

∂t

+

N0
i=1

∂

∂V⃗i

[δ(x⃗− X⃗i(t))δ(v⃗ − V⃗i(t))]
∂V⃗i

∂t
.

(15)
By employing the relation of ∂

∂af(a−b) = − ∂
∂bf(a−b)

and ∂X⃗i/∂t = V⃗i, the above equation can be rewrit-
ten as follows:

∂Ns(x⃗, v⃗, t)

∂t
=−

N0
i=1

∂

∂x⃗
[δ(x⃗− X⃗i(t))δ(v⃗ − V⃗i(t))]V⃗i

−
N0
i=1

∂

∂v⃗
[δ(x⃗− X⃗i(t))δ(v⃗ − V⃗i(t))]

∂V⃗i

∂t
.

(16)

The substitution of Eq. (14) for the term ∂V⃗i/∂t in
Eq. (16) yields the following result:

∂Ns(x⃗, v⃗, t)

∂t
= −

N0
i=1

∂

∂x⃗
[δ(x⃗− X⃗i(t))δ(v⃗ − V⃗i(t))]V⃗i

−
N0
i=1

∂

∂v⃗
[δ(x⃗− X⃗i(t))δ(v⃗ − V⃗i(t))]

qs
ms

(E⃗m +
V⃗i × B⃗m

c
).

(17)
According to the property of the delta function,
aδ(a − b) = bδ(a − b), the above equation transits
from a specified particle to the general particles as
follows:

∂Ns(x⃗, v⃗, t)

∂t
= −

N0
i=1

∂

∂x⃗
[δ(x⃗− X⃗i(t))δ(v⃗ − V⃗i(t))]v⃗

−
N0
i=1

∂

∂v⃗
[δ(x⃗− X⃗i(t))δ(v⃗ − V⃗i(t))]

qs
ms

(E⃗m +
v⃗ × B⃗m

c
).

(18)
It can be further simplified to the following form:

∂Ns

∂t
+ v⃗ · ∂Ns

∂x⃗
+

qs
ms

(E⃗m +
v⃗ × B⃗m

c
)
∂Ns

∂v⃗
= 0, (19)

which is the so called Klimontovichi equation.
It asserts that the phase-space volume (N0 =
NsdX⃗dV⃗ ) remains constant throughout the system

motion along the trajectory in the phase-space. Eq.
(19) is equivalent to the Liouville’s theorem in
Hamiltonian mechanics, which states that the phase
volume of a Hamiltonian system in conjugate phase
space is incompressible.

The Klimontovichi equation is practically unsolv-
able, as it is equivalent to solving the motion of all
particles. Furthermore, the data is excessively de-
tailed and may be superfluous in properly describing
plasma evolution at the specified spatial and tempo-
ral scales. In comparison to the Ns, it is more prac-
tical to consider the smooth and continuous function
by counting the number of particles of species s in the
box at time t with positions in the range x to x+∆x
and with velocities from v to v +∆v,

fs(x⃗, v⃗, t) =< Ns(X⃗, V⃗ , t) >=

 
∆Ω

Ns(X⃗, V⃗ , t)dΩ

∆Ω
,

(20)
in which ∆Ω = ∆X∆V . This operation is equivalent
to the transition from a series of discrete functions to
a continuous function. It is possible rewrite the exact
distribution functions and fields in terms of averaged
ones with the fluctuations,




Ns(X⃗, V⃗ , t) = fs(x⃗, v⃗, t) + δNs(X⃗, V⃗ , t)

E⃗m(X⃗, V⃗ , t) = E⃗(x⃗, v⃗, t) + δE⃗(X⃗, V⃗ , t),

B⃗m(X⃗, V⃗ , t) = B⃗(x⃗, v⃗, t) + δB⃗(X⃗, V⃗ , t)

(21)
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where E⃗ =< E⃗m >, B⃗ =< B⃗m >, and < δNs >= 0,
< δE⃗ >=< δB⃗ >= 0. Substitution of the above
relations into the Klimontovichi equation, Eq. (19),
results in the Plasma Kinetic equation,

∂fs
∂t

+ v⃗ · ∂fs
∂x⃗

+
qs
ms

(E⃗ +
v⃗ × B⃗

c
)
∂fs
∂v⃗

=

− qs
ms

< (δE⃗ +
V⃗ × δB⃗

c
)
∂δNs

∂V⃗
> .

(22)

It is evident that the left-hand side (LHS) of the
equation varies smoothly, whereas the right-hand side
(RHS) represents the ensemble average of the very
spiky quantities. The RHS is highly dependent on
the discrete particle nature of the plasma, which gives
rise to the collisions. Consequently, it can be postu-
lated that the LHS represents collective effects, while
the RHS represents the collisional effects. Express-
ing the collisional effect from the RHS of Eq. (22)
as (∂f/∂t)c, the Boltzmann equation is thus ob-
tained as

∂fs
∂t

+v⃗·∇xfs+
qs
ms

(E⃗+
v⃗ × B⃗

c
)·∇vfs = (

∂f

∂t
)c. (23)

As previously stated in the introduction section,
the collisional effects are not significant in many
cases of plasma physics, which is otherwise known
as the so called collisionless plasma. By neglect-
ing the collisional terms on the RHS of Eq. (23),
i.e. (∂f/∂t)c = 0, one arrives at the collisionless
Boltzmann equation,

∂fs
∂t

+ v⃗ · ∇xfs +
qs
ms

(E⃗ +
v⃗ × B⃗

c
) · ∇vfs = 0, (24)

which is also called as the Vlasov equation. In gen-
eral, a plasma with a high degree of ionization and a
high temperature is regarded as collisionless. Never-
theless, in the case of a low-temperature plasma with
weak ionization, the collisional effect cannot be ne-
glected, and the collisionless assumption is no longer
valid.

1.3 Fluid Description of Plasmas

In fluid mechanics, it is common to consider the
motion of fluid elements rather than tracking the in-
dividual particle. The fluid equations can be derived
from the moments of the Boltzmann equation. The
definition of the nth moment for an arbitrary function
ψ(v⃗) is given by

Mn =


ψ(v⃗n)fs(x⃗, v⃗, t)dv⃗. (25)

For the zeroth-order moment, one may take ψ(v⃗) = 1,
which is obviously referring to the number density

n(x⃗, v⃗, t) =


fs(x⃗, v⃗, t)dv⃗. (26)

It is also possible to take ψ(v⃗) = m, which is corre-
sponding to the mass density

ρ(x⃗, v⃗, t) =


mfs(x⃗, v⃗, t)dv⃗. (27)

For the first-order moment, we take ψ(v⃗) = v⃗ and
the drift velocity is obtained

nu⃗ = n < v⃗ >=


v⃗fs(x⃗, v⃗, t)dv⃗. (28)

Here we could discuss more by introducing the veloc-
ity of

w⃗(x⃗, v⃗, t) = v⃗(x⃗, v⃗, t)− u⃗(x⃗, v⃗, t), (29)

which means the difference of each particle’s velocity
from the drift velocity. Such the velocity can also be
understood as the random thermal velocity, which
will be used later. From Eqs. (28) and (29), it is easy
to know that < w >= 0, i.e., the random thermal
velocity has a mean value of 0.

For the second-order moment, we take ψ(v⃗) =
mv⃗v⃗, where v⃗v⃗ is a tensor containing 9 components,

v⃗v⃗ =



v1v1 v1v2 v1v3
v2v1 v2v2 v2v3
v3v1 v3v2 v3v3


 (30)

Then the Second-order moment becomes

nm < v⃗v⃗ >=


mv⃗v⃗fs(x⃗, v⃗, t)dv⃗. (31)

Recalling the thermal velocity in Eq. (29), the
second-order moment can be rewritten as

nm < v⃗v⃗ >= nm < (u⃗+ w⃗)(u⃗+ w⃗) >

= nm < u⃗u⃗+ u⃗w⃗ + w⃗u⃗+ w⃗w⃗ >

= nmu⃗u⃗+ nm < w⃗w⃗ >,

(32)

in which the truth of < w⃗ >= 0 is used. The second
term on the RHS of Eq. (32) is the Total pressure
tensor. It can be further factorized as

p↔ = pI
↔
+ π↔, (33)

in which
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pI
↔

= nm



w1w1 0 0
0 w2w2 0
0 0 w3w3


 (34)

is the Pressure Tensor and

Π
↔

= nm




0 w1w2 w1w3

w2w1 0 w2w3

w3w1 w3w2 0


 (35)

is the Viscous Stress Tensor.
Based on the previous derivations, now we may

take the velocity moment ψ(v⃗) for the Boltzmann
equation (23) as the following form in Eq. (36) in
order to obtain the fluid descriptions of plasma.


ψ(v⃗)[

∂fs
∂t

+ v⃗ · ∇xfs +
qs
ms

(E⃗ +
v⃗ × B⃗

c
) · ∇vfs]dv⃗

=


ψ(v⃗)(

∂f

∂t
)cdv⃗.

(36)
The first term on the LHS can be expressed as


ψ(v⃗)

∂fs
∂t

dv⃗ =
∂

∂t


ψ(v⃗)fsdv⃗ =

∂

∂t
(n < ψ(v⃗) >),

(37)
where the relation of < nx >=


xfsdv⃗ is employed.

The second term on the LHS can be obtained simi-
larly


ψ(v⃗)v⃗·∇xfsdv⃗ = ∇x


ψ(v⃗)v⃗·fsdv⃗ = ∇x·(n < ψ(v⃗)v⃗ >)

(38)
The third term is a little bit complicate and it’s bet-
ter to calculate the electric part and magnetic part
separately. The electric component part is

qsE⃗

ms


ψ(v⃗)∇vfsdv⃗ =

qsE⃗

ms
[fsψ(v⃗)


c.

−


fs∇vψ(v⃗)]

= −nqsE⃗

ms
< ∇vψ(v⃗) >,

(39)
in which the integration by parts method is used. The
magnetic component part can be operated similarly,

qs
msc


ψ(v⃗)(v⃗ × B⃗) · ∇vfsdv⃗

=
qs
msc

[fs(v⃗ × B⃗)ψ(v⃗)


c.

−


fs∇v(ψ(v⃗)(v⃗ × B⃗))dv⃗]

= − nqs
msc

< (v⃗ × B⃗)∇vψ(v⃗) > .

(40)

In conclusion, the velocity moment in Eq. (36) has
the form of

∂

∂t
(n < ψ(v⃗) >) +∇x · (n < ψ(v⃗)v⃗ >)

− nqs
ms

(E⃗ +
< v⃗ × B⃗ >

c
) < ∇vψ(v⃗) >=


ψ(v⃗)(

∂f

∂t
)cdv⃗.

(41)
This is the general form of the velocity moment ψ(v⃗)
for the Boltzmann equation. A series of conservation
equations can be derived from Eq. (41).

Considering the zeroth-order, we may take ψ(v⃗) =
1 and plug it into Eq. (41) and derive that

∂n

∂t
+∇x · (nu⃗) = 0, (42)

which is the so-called Continuity equation. It is
also possible to take ψ(v⃗) = m and derives

∂ρ

∂t
+∇x · (ρu⃗) = 0, (43)

which is the MHD Mass Conservation equation.
For the first-order, it is ψ(v⃗) = mv⃗ similar to the

previous section,

∂nmu⃗

∂t
+∇x · (nm < v⃗v⃗ >)− nq(E⃗ +

u⃗× B⃗

c
) = R⃗,

(44)

where R⃗ is the frictional force density. Recalling the
relation in Eqs. (32) and (33), we have nm < v⃗v⃗ >=

nm(u⃗u⃗)+pI
↔
+Π

↔
. Eq. (44) can therefore be rewritten

as

∂(nmu⃗)

∂t
+∇x·(nmu⃗u⃗) = nq(E⃗+

u⃗× B⃗

c
)−∇xp−∇x·Π

↔
+R⃗,

(45)
which is called MHD Momentum Equation. Fur-
thermore, by introducing the advective derivative
or Lagrange derivative as

D

Dt
=

∂

∂t
+ u⃗ · ∇x, (46)

a more general form of Eq. (45) can be derived as

mn
Du⃗

Dt
= nq(E⃗ +

u⃗× B⃗

c
)−∇xp−∇x ·Π

↔
+ R⃗. (47)

In Eq. (47), the RHS terms have clearly physical
meaning which represent the Lorentz force, thermal
pressure, viscosity and friction, respectively.

For the second-order, we take ψ(v⃗) = mv⃗2/2 and
then the Energy Conservation equation can be
derived,

∂K

∂t
= −∇ · q⃗ + qnu⃗ · E⃗ + u⃗ · R⃗+Q, (48)
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where K =< nmv2/2 > is the kinetic energy density,
q⃗ = n < v⃗mv2/2 > is the conductive heat flux. The
last two terms are contributed by the elastic collisions
as


1

2
mv2(

∂f

∂v⃗
)cdv⃗ =

m

2


(u2 + 2u⃗w⃗ + w2)(

∂f

∂v⃗
)cdv⃗

= u⃗ · R⃗+Q.
(49)

Here R⃗ is the frictional force density and Q is the en-
ergy exchange density. Basically, Eq. (48) describes
the mechanism of the energy evolution and the terms
on the RHS indicate the work done by pressure, the
Joule heating, frictional heating and the collision ef-
fect. By applying the continuity equation and the
MHD momentum equation, the energy conservation
equation will have the simplified form as

3

2
n
dT

dt
= −(p↔ · ∇) · u⃗−∇ · q⃗ +Q, (50)

which is also called as the Thermal equilibrium
equation. The RHS terms represent viscosity, ther-
mal conduction and the heat exchange from collisions.

The continuity equation (42), the MHD momen-
tum equation (45) and the energy Conservation equa-
tion (50) establish the plasmaTwo-fluid equations.




∂nα

∂t +∇x · (nαu⃗α) = 0,

mαnα
Du⃗α

Dt = nαqα(E⃗ + u⃗α×B⃗
c )−∇xpα −∇x ·Π

↔
α + R⃗α,

3
2nα

dTα

dt = −(p↔α · ∇) · u⃗α −∇ · q⃗α +Qα,

(51)
where α = e, i refers to the electrons and ions. To-
gether with Maxwell’s equations in (52), the full
fluid description of plasmas are established.




∇ · E⃗ = 4πen,

∇× E⃗ = −1
c
∂B⃗
∂t ,

∇ · B⃗ = 0,

∇× B⃗ = 4π
c j⃗ + 1

c
∂E⃗
∂t ,

j⃗ = neu⃗.

(52)

1.4 Closure Problem

It is evident that the Two-fluid equations (51) are
not closure. The nth order moment equation always
involves the (n + 1)th order moment of the distri-
bution function. This hierarchy occurs because the
v⃗ · ∇xfs term in the Boltzmann equation always in-
creases the order of the moments by one. This is
called the Closure Problem. Therefore to obtain a
closed set of equations it is then necessary to cut-off

the (n+ 1)th order moment by assuming some equa-
tions of state. For example, in a sufficiently colli-
sional plasma that is in thermodynamic equilibrium,
we may use the well-known thermodynamics equa-
tions to describe the plasma state. In a collisionless
plasma, however, this approach often fails. Some of
the most commonly used equations of state are dis-
cussed here.

The first is the cold plasma state. In this case, we
assume that the temperature of the plasma is zero
(Te = 0) and the corresponding pressure tensor is

also zero (p↔ = pI
↔

= Π
↔

= 0). Therefore the fluid
equations are simplified to


∂nα

∂t +∇x · (nαu⃗α) = 0,

mαnα
Du⃗α

Dt = nαqα(E⃗ + u⃗α×B⃗
c ),

(53)

which is the equations of the cold plasma.
The second is the adiabatic state. Such the concept

is borrowed from the thermodynamics. Consider the
ideal gas state and the first law of thermodynamics,


pV = nkBT,

dQ = dU + pdV.
(54)

In the adiabatic case, it assumes that dQ = 0 and the
corresponding equation of state can be derived as

pV γ = const, (55)

in which γ = f +2/f based on statistical physics and
f is the freedom degrees of the gas.

1.5 Waves in Plasmas

Waves in plasmas are an interconnected set of par-
ticles and fields that propagate periodically. The mo-
tion of ions is much slower than that of electrons due
to their heavier mass. Therefore, in many cases with
a relatively short time scale, we can consider the ions
as a static background and focus only on the electron
waves. Now we apply a perturbation theory to the
above situations by assuming that




ne = n0 + ñe,

u⃗e = u⃗0 + ũ = ũ,

E⃗ = E⃗0 + Ẽ,

(56)

in which the ne, u⃗0 and E⃗0 are the steady quantity
with the property of ∂ne/∂t = E⃗0 = u⃗0 = 0. We also
assume that the plasma is non-magnetized and there
is no external magnetic field (B⃗ = 0).The assump-
tion of cold plasmas means that the temperature of
the plasma is zero (Te = 0) and the corresponding

pressure tensor is also zero (p↔ = pI
↔

= Π
↔

= 0).
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In this case the plasma state can be further simpli-
fied according to Eq. (53) and Maxwell’s equations
(52),





∂ne

∂t +∇x · (neu⃗e) = 0,

mene
∂u⃗e

∂t +mene(u⃗e · ∇)u⃗e = −neeE⃗,

∇ · E⃗ = 4πe(ni0 − ne).

(57)

Substituting Eq. (56) into Eq. (57) and ignoring the
second-order infinitesimal, e.g. (ñũ) and (ũ∇ũ), the
above equations can be linearized





∂ñ
∂t +∇x · (n0ũ) = 0,

mene
∂ũ
∂t = −n0eẼ,

∇ · Ẽ = −4πeñ.

(58)

Using the relation of ∇ ∼ ik and ∂/∂t ∼ −iω, the
above equations can be Fourier transformed




−iωñ+ ik(n0ũ) = 0,

−iωn0meũ = −n0eẼ,

ikẼ = −4πeñ.

(59)

The dispersion equation can be written as

ωñ− 4πn0e
2

ωme
ñ = 0. (60)

This gives the frequency of the plasma oscillation is
obtained

ω2
pe =

4πn0e
2

me
. (61)

The plasma oscillation is also known as the ’cold
Langmuir wave’, which is a rapid oscillation of the
electron density in plasmas. However, this wave does
not propagate but oscillates locally.
Different from the cold plasma condition, we now

consider that the plasma has a temperature and the
corresponding thermal pressure. However, the ther-
mal velocity of the electrons is much lower than that
of the wave velocity, which means that the electrons
have no time for the thermal exchange during the
wave propagation. In other words, the plasma is in
an adiabatic state. Recall the adiabatic state in Eq.
(55),

peV
γ = pen

−γ
e = const. (62)

Do the derivative on both sides, ∇(pen
−γ
e ) =

∇(pe)n
−γ
e − peγn

−γ−1
e ∇ne = 0, it results the pres-

sure gradient

∇pe =
γpe
ne

∇ne. (63)

Given the ideal thermal equilibrium condition of pe =
nekBTe and the adiabatic index γ = f +2/f = 3, the
pressure gradient term can be expressed as

∇pe =
γnekBTe

ne
∇ne = γekBTe∇ne. (64)

Compared to Eq. (58), we only need to add the pres-
sure gradient term in the Momentum equation and
the total fluid equations are linearized to be





∂ñ
∂t +∇x · (n0ũ) = 0,

mene
∂ũ
∂t = −n0eẼ − γekBTe∇ñ,

∇ · Ẽ = −4πeñ.

(65)

The corresponding Fourier transformed equations can
be expressed as




−iωñ+ ik(n0ũ) = 0,

−iωn0meũ = −n0eẼ − γeikkBTeñ,

ikẼ = −4πeñ.

(66)

Then the dispersion relation can be written as

ω2 = ω2
pe +

3kBTe

me
k2 = ω2

pe + γek
2v2th, (67)

where vth = kBTe/me is the electron thermal veloc-
ity. Eq. (67) is also known as the Bohm–Gross dis-
persion relation. It states that the electron pres-
sure acts as a restoring force as well as the electric
field when the electron thermal motion is taken into
account. The electron plasma wave is also known as
the Lamgmuir wave. The corresponding dispersion
relation is shown in Fig. (2). Only when the fre-
quency is higher than that of the plasma oscillation
frequency (ωpe) can the Langmuir wave propagate.
On a longer time scale (t ∼ ω−1

pi ), it is non-trivial to
consider the ion motion and its corresponding wave
mode. However, the situation becomes much more
complex and it is necessary to describe the plasmas
according to the Two fluid equations (51). Neverthe-
less, it is possible to use some approximations to sim-
plify the equations. First, similar to the case above,
the adiabatic condition is valid. Second, the electron
motions in the plasma now follow the ions. Consid-
ering me << mi, we assume that me = 0 and the
momentum of the electrons is negligible. Therefore
the Two fluid equations in this case can be rewritten
as,
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FIG. 2: The dispersion relation of the Langmuir wave.





∂ne

∂t +∇ · (neu⃗e) = 0,

−neeE⃗ − γekBTe∇ne = 0,
∂ni

∂t +∇x · (niu⃗i) = 0,

mini
∂u⃗i

∂t +mini(u⃗i · ∇)u⃗i = nieE⃗ − γikBTi∇ni,

∇ · E⃗ = 4πe(ni − ne).

(68)
Linearizing and Fourier transforming the equations

with the relation of ne = n0 + ñe, ni = n0 + ñi, one
obtains




−iωñe + ik(n0ũe) = 0,

−n0eẼ − iγekkBTeñe = 0,

−iωñi + ik(n0ũi) = 0,

−iωn0miũi = n0eẼ − iγikkBTiñi,

ikẼ = 4πe(ñi − ñe).

(69)

First consider the case of low frequency and long
wavelength, where the high frequency components
can be neglected as ∂ñe/∂t = ∂ũe/∂t = 0. Further-
more, in this case the perturbation of the electrons
follows the perturbation of the ions, i.e. ñe = ñi.
The plasma is quasi-neutral in the wavelength range.
Thus, the above equations can be reduced to




−n0eẼ − iγekkBTeñe = 0,

−iωñi + ik(n0ũi) = 0,

−iωn0miũi = n0eẼ − iγikkBTiñi,

(70)

in the case of low frequency and long wavelength. The
corresponding dispersion relation is obtained as

ω2 =
kB(γeTe + γiTi)

mi
k2. (71)

Since the frequency is now proportional to the
wavenumber, it is very similar to the case of the sound
wave, where the phase velocity is equal to the group
velocity. We can therefore define the Ion acoustic
wave speed as

vs =


kB(γeTe + γiTi)

mi
, (72)

which has a form very similar to the sound speed of
a neutral gas cs =


γp0/ρ0 =


γT/m. Thus Eq.

(71) can be rewritten as ω2 = v2sk
2. It is clear that

vg = dω/dk = vs and also vp = ω/k = vs.
Secondly, we consider the case of low frequency but

short wavelength. In this case the plasma is no longer
quasi-neutral in the wavelength range and therefore
ñe = ñi is not valid here. Eqs. (69) now have the
following form,





−n0eẼ − iγekkBTeñe = 0,

−iωñi + ik(n0ũi) = 0,

−iωn0miũi = n0eẼ − iγikkBTiñi,

ikẼ = 4πe(ñi − ñe).

(73)

The dispersion relation is obtained as

ω2 = [
γikBTi

mi
+

γekBTe

mi(1 + γek2λ2
D)

]k2, (74)

in which λD is the Debye Length of the plasma ac-
cording to Eq. (9). From Eq. (74), we could see that
in the case of kλD << 1, it transits back to the form
of Eq. (71). It can be summarized as


ω2 = v2sk

2, vs =


kB(γeTe+γiTi)
mi

, (kλD << 1)

ω2 = ω2
pi + γiv

2
i k

2, vi =
√
kBTimi, (kλD >> 1).

(75)
In the study of laser-plasma interactions, it is im-

portant to know how the electromagnetic field prop-
agates in the plasmas and the corresponding disper-
sion relation. Since the EM field is a high-frequency
oscillation, therefore the ions can be regarded as im-
mobile unless the field is strong enough to push the
ions as fast as electrons. The following equations are
considered,



mene
∂u⃗e

∂t +mene(u⃗e · ∇)u⃗e = −nee(E⃗ + u⃗e×B⃗
c ),

∇× E⃗ = − 1
c
∂B⃗
∂t ,

∇× B⃗ = 4πj⃗
c + 1

c
∂E⃗
∂t ,

j⃗ = −eneu⃗e.

(76)
Recall the perturbation theory in Eqs. (56) again
and neglect the high-order infinitesimal, the above
equations can be lineraized as




men0
∂ũe

∂t = −n0eẼ,

∇× Ẽ = −1
c
∂B̃
∂t ,

∇× B̃ = 4πj̃
c + 1

c
∂Ẽ
∂t ,

j⃗ = −en0ũe.

(77)
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According to the vector identities, the above equa-
tions can be rewritten as:

∇× Ẽ = −1

c

∂B̃

∂t

∇× (∇× Ẽ) = −1

c

∂

∂t
(∇× B̃)

∇(∇ · Ẽ)−∇2Ẽ = −4π

c2
∂j̃

∂t
− 1

c2
∂2Ẽ

∂t2

∇2Ẽ − 1

c2
∂2Ẽ

∂t2
= −4πn0e

c2
∂ũe

∂t

∇2Ẽ − 1

c2
∂2Ẽ

∂t2
=

4πn0e
2

mec2
Ẽ

c2∇2Ẽ − ∂2Ẽ

∂t2
= ω2

peẼ.

(78)

Fourier transforms the above equation, the disper-
sion relation of EM field in the plasmas is ob-
tained,

ω2 = ω2
pe + c2k2. (79)

According to Eq. (79), we can derive an important
density parameter in the laser-plasma interactions. In
order for an EM wave to propagate in the plasmas,
the cut-off frequency should be ω ≥ ωpe. Therefore,
we have the corresponding plasma density, which is
called as critical density,

nc =
meω

2

4πe2
. (80)

One of the famous applications of the critical density
is the radio communications. The ionosphere is the
ionized part of the upper atmosphere of the Earth,
from about 48 km to 965 km above sea level, a re-
gion that includes the thermosphere and parts of the
mesosphere and exosphere. The ionosphere is ionized
by solar radiation. The density of the ionosphere is
critical for radio waves. Therefore, instead of pene-
trating into space, radio waves are reflected by the
ionosphere and can be received at the other end of
the Earth.

II. Electron Dynamics in EM
Field

This section introduces the single electron motion
in a given electromagnetic field. While the model
of single electron motion does not take into account
the impact of currents, it is essential to derive the
electron dynamics and introduce the necessary no-
tations before addressing the complex laser-plasma

interactions. A better understanding of particle dy-
namics will provide insight into the basic properties
of a plasma interacting with laser pulse.

Here the electric field and magnetic field are repre-
sented by the potential vector,

E = −1

c

∂A

∂t
, (81)

B = ∇×A. (82)

2.1 Free Electron in an EM Plane Wave

Considering the linear polarized electromagnetic
field is a plane wave propagating along the
x−direction and the electric component is oscillat-
ing in the y−direction. Therefore the potential vec-
tor has only the y−component, i.e., A = A(0, Ay, 0).
The corresponding electric field and magnetic field
can be expressed as,

Ey = −1

c

∂Ay

∂t
, (83)

Bz =
∂Ay

∂x
. (84)

The equation of motion of an electron is governed by
the Lorentz force

dp

dt
= −e(E+

v×B

c
). (85)

Dot product a velocity vector v on both sides of Eq.
(85), i.e., v ·dp/dt = −ev · (E+v×B/c), so the term
on the LHS can be expressed as

v · dp
dt

= v · d(γmev)

dt
. (86)

It is easy to see that Eq. (86) is actually the time
derivative of the kinetic energy, i.e., dε/dt. The sec-
ond term on the RHS, v · (v ×B), is zero. Then we
have the energy equation of the electron as,

dε

dt
= −ev ·E. (87)

Eq. (87) also reveals the truth that the magnetic
field does not do any work on the particles, only the
electric field provides energy to the particles.

Since the electric field has only the y−component,
the corresponding velocity in Eq. (87) can be re-
placed by vy. Substituting the electric field by Eq.
(83) gives the following equation,
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dε

dt
=

evy
c

∂Ay

∂t
. (88)

The electron momentum can be regarded as the
vector addition of its longitudinal component and
transverse components, i.e., p = p∥ + p⊥. Here, the
transverse component is considered first.

dp⊥
dt

= −e(Ey −
vxBz

c
). (89)

Substituting the electric field and magnetic field by
the potential vector expression in Eq. (83) and (84),
the above equation varies to,

dp⊥
dt

=
e

c
(
∂Ay

∂t
+ vx

∂Ay

∂x
). (90)

Since the Ay is a function of x and t, thus the total
derivative of Ay is dAy = (∂Ay/∂t)dt+ (∂Ay/∂x)dx.
Therefore dAy/dt = ∂Ay/∂t + vx∂Ay/∂x. Accord-
ing to Eq. (90), the conservation equation for the
transverse momentum can be obtained as,

d

dt
(p⊥ − e

c
Ay) = 0. (91)

Similarly, the longitudinal momentum equation
can be expressed as,

dp∥

dt
= −e(

vyBz

c
) = −evy

c

∂Ay

∂x
. (92)

Combining Eqs. (88) and (92), gives

d

dt
(ε− cp∥) =

evy
c

(
∂Ay

∂t
+ c

∂Ay

∂x
). (93)

For a plane wave propagating in the x−direction,
the potential vector has such the form as

A(x, t) = A0e
i(kx−ωt). (94)

In this case, the RHS term of Eq. (93) gives
∂Ay

∂t +

c
∂Ay

∂x = −iω + ck, which is zero with the condition
of ω = ck. Then the conservation equation with the
kinetic energy and the longitudinal momentum is ob-
tained as,

d

dt
(ε− cp∥) = 0. (95)

The electron motion trajectory can be derived from
the conservation equations of transverse (Eq. (91))
and longitudinal momentum (Eq. (95)). The inte-
gration of Eq. (91) gives

p⊥ =
e

c
Ay + p⊥,0. (96)

Here the integration constant is chosen to be p⊥,0 = 0
and the term of e

mec2
Ay = a0cosϕ is rewritten, where

ϕ = ωt − kx is the phase of the wave and a0 is the
dimensionless amplitude of the laser field. Then the
transverse momentum can simply be expressed as,

p̃⊥ = a0cosϕ, (97)

where p̃⊥ = p⊥/(mec) is the dimensionless momen-
tum. According to Eq. (95), the integration gives

ε = cp∥ +mec
2. (98)

Here the integration constant should be the rest mass
energy of an electron, i.e., ε0 = mec

2. Square both
sides of the equation, one obtains

ε2 = c2p2∥ + (mec
2)2 + 2mec

3p∥. (99)

Note that the square of kinetic energy can also be
expressed as

ε2 = c2p2∥ + c2p2⊥ + (mec
2)2. (100)

Comparing Eqs. (99) and (100), the terms of (mec
2)2

and c2p2∥ can be eliminated. The relationship between
the transverse and the longitudinal momentum is ob-
tained as p2⊥ = 2mecp∥. Using the dimensionless mo-
mentum, a more simplified relationship can be ex-
pressed as

p̃2⊥ = 2p̃∥. (101)

Recalling Eqs. (97) and (101), the momentum com-
ponents are now solved as

{
p̃∥ =

a2
0

4 (1 + cos2ϕ),

p̃⊥ = a0cosϕ.
(102)

The integration of Eq. (102) gives the trajectory of
the electron. Since ϕ = ωt− kx, the time integration
can be considered as an integration in ϕ. Therefore,
the solution is obtained

{
x =

a2
0

4 (ϕ+ sin2ϕ
2 ),

y = a0sinϕ.
(103)

Considering the average drift velocity of an electron
in a laser cycle, i.e. taking the integration from
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FIG. 3: Electron orbits in a plane wave.

ϕ0 = 0 to ϕt = 2π. The corresponding electron or-
bits at different laser amplitudes are shown in Figure
3. The periodic motion in y−direction according to
Eq. (102) gives p̃⊥,t − p̃⊥,0 = 0, i.e., < vy >= 0. The
transverse oscillation amplitude is proportional to a0.

However, in the x−direction, the longitudinal mo-
mentum increases to p̃∥,t = a20/4. Therefore the γ-
factor of the electron after one laser cycle is

γt =
√
1 + p̃2∥,t + p̃2⊥,t ≈ 1 + p̃∥,t. (104)

In this case, the average drift velocity in the longitu-
dinal direction can be calculated as,

vD
c

=
p̃∥,t

γt
=

a20
4 + a20

. (105)

It’s important to note that such a drift motion does
not imply an energy transfer from the EM field to the
electron. When the field is turned off, the electron
returns to its initial velocity. It is possible to choose
a proper co-moving average rest frame to vanish the
drift velocity. The orbits form the famous figure-of-8
as shown in Figure 4.

FIG. 4: Electron orbits with figure-of-8 in the average rest
frame.

2.2 Free Electron in a Focused Laser Pulse

The analytical electron trajectories obtained in the
previous section are valid under the assumption of
plane waves. In reality, however, the laser pulses
are usually approximated by a Gaussian beam profile
both spatially and temporally as

E(y) = E0
exp[−ikx− φ(x)]

w(x)
exp[− r2

w(x)2
− i

πr2

λR(x)
],

(106)
where R(x) is the beam radius of curvature, φ(x) is
the Guoy phase shift, and w(x) is the transverse spot
size at a longitudinal position x. A Gaussian beam
propagating in vacuum has the smallest spot size at
the focal position, called the beam waist w0. The
spot size away from the focal position is given by

w(x) = w0

√
1 + (

x

ZR
)2, (107)

where ZR = πw2
0/λ is the Rayleigh length. It indi-

cates the distance after which the cross-beam area
has doubled. The corresponding Gaussian beam pro-
file according to the Rayleigh length is shown in Fig-
ure 5. It should be noted that the beam waist w0

is different to the FWHM (Full Width Half Maxi-
mum) spot size, which is often used in describing the
beam width. They have the following relation that
wFWHM =

√
2ln(2)w0 ≈ 1.177w0.

FIG. 5: Schematic of a Gaussian beam.

Unlike the plane wave, the laser intensity of the fo-
cused Gaussian beam is no longer spatially uniform.
This makes the interaction of a single electron with
the focused beam more complicated and more realis-
tic. Taking the Taylor expansion of the electric field
and cut off at the second order gives

Ey = E0cosϕ+ y
∂E0

∂y
cosϕ. (108)

Similar to Eq. (91), the transverse velocity under the
non-relativistic condition can be written as

６－ 11６－ 10



∂vy
∂t

= − e

me
Ey. (109)

Taking the first order in Eq. (108), it is easy to get

{
v
(1)
y = − eE0

meω
sinϕ

y(1) = eE0

meω2 cosϕ
(110)

Plugging y(1) into the second order condition gives

∂v
(2)
y

∂t
= − e2

m2
eω

2
E0

∂E0

∂y
cos2ϕ. (111)

Averaging in the cycle of ϕ gives that,

fp = me
∂v

(2)
y

∂t
= −∇Φp, (112)

where fp is the ponderomotive force applied on the
electron based on the ponderomotive potential of

Φp =
e2E2

0

4meω2
. (113)

It is easy to see that the effect of the ponderomotive
force is to transversely push the electrons away from
the high intensity region to the low intensity region.
Eqs. (112) and (113) also show that the ponderomo-
tive force is independent of the positive or negative
charge. Both electrons and ions are expelled away.
One may argue that the above derivation only valid

in the non-relativistic condition. However, the rel-
ativistic ponderomotive force is also exists with a
similar effect. To derive under the relativistic case,
the total derivative of the momentum is rewritten as
dp/dt = ∂p/∂t+ v · ∇p. Combining with Eqs. (81),
(82) and (85), it gives

∂p

∂t
= −v · ∇p+

e

c

∂A

∂t
− e

c
v×∇×A. (114)

Using the vector identities, it is easy to get

v · ∇p =
∇|p2|
2γme

− v×∇× p, (115)

where γ is the relativistic factor of the electron. Be
careful to distinguish it from the γ of the adiabatic
index in Sec. I. Although, by historical convention
in physics, they use the same symbols. Considering
the fast oscillation of the electron motion, the cor-
responding momentum has the form as in Eq. (91).
Therefore, it gives

v×∇× p =
e

c
v×∇×A, (116)

which is actually eliminated with the 3rd term on the
RHS in Eq. (114). Thus the corresponding partial
derivative of the momentum can be rewritten as

∂p

∂t
= −∇|p2|

2γme
+

e

c

∂A

∂t
. (117)

Averaging in the laser cycle, it gives

fp =<
∂p

∂t
>= −mec

2∇ < γ >, (118)

which is the expression of the relativistic ponderomo-
tive force.

A typical case using numerical calculations to illus-
trate the effect of the ponderomotive force is shown
in Figure 6. The black line is obtained under the
condition of a plane wave laser pulse with a dimen-
sionless amplitude of a0 = 3 and a pulse length of
τL = 30fs. The trajectory basically follows the an-
alytical solutions in Eq. (103) and has the similar
shape as shown in Figure 3. The laser pulse is then
replaced by a focused Gaussian beam with a beam
waist of 10µm, while keeping the pulse length and
amplitude unchanged. As shown by the red line,
the longitudinal motion of the electron in the focused
beam is similar to the previous plane wave case. In
the transverse direction, however, the electron drifts
away, driven by the ponderomotive force, and never
returns to its original axis. This transverse motion
completely changes the electron dynamics.

Plane Wave

Gaussian Beam

FIG. 6: Electron trajectory in a plane wave and Gaussian
beam.

The ponderomotive force is important in the high-
power laser-plasma interactions and the associated
particle accelerations. By pushing the electrons into
the low intensity region, it leads to many nonlinear ef-
fects including laser self-focusing, filamentation, cav-
ity formation, and parametric instabilities. Although
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the ponderomotive force applied on the ions might be
negligible due to their heavy mass, the charge sepa-
ration field resulting from the electron motion will
affect the ions on a long time scale.

III. Laser Wakefield Acceleration

The previous sections introduced the plasma collec-
tive oscillation and the ponderomotive force exerted
on the particles by the EM field. On the basis of the
above, in this section we begin our discussion of laser
wakefield acceleration (LWFA).
A laser pulse pushes electrons away by the pon-

deromotive force when it propagates in an underdense
plasma. The motion of ions is neglected in this sec-
tion due to their large mass. In other words, ions are
considered as a background with uniform and steady
density distributions, which is common in LWFA re-
search. The positive charge distribution provides a
restoring force to attract the electrons back and so
the electrons will oscillate around the ions. The laser
propagates in the underdense plasma with the group

velocity of vg ≈
√
1− ω2

pe/ω
2
L and continuously ex-

pel the electrons on its path. Thus a plasma wave
is driven by the laser pulse with the a phase ve-
locity equal to the laser group velocity. It’s easy
to know that the wavelength of the plasma wave is
λp = 2πvg/ωpe. The plasma wave generates a lon-
gitudinal electric field behind the laser pulse and al-
lows the electrons to be accelerated along the laser
direction. The laser induced plasma wakefield and
the corresponding electron acceleration principles are
shown in Figure 7 from Ref. [3].

FIG. 7: The schematic of LWFA. Figure from Ref. [3].

The idea was first proposed by Tajima and Daw-
son in 1979 [4] and after that it soon became a sub-
ject of great interest. Remarkable progress has been
achieved in the past decades accompanied with the
development of high-power laser technology. The
plasma wave supports large electric fields reaching
100 GV/m, which makes the potential compact ac-
celerator to be possible. Various mechanisms for elec-
tron injection, laser pulse guiding and beam quality
improvement have been proposed and demonstrated

in the past decades. Based on all of these efforts,
electron beams up to 8 GeV with the charge quantity
of tens pico-Coulomb have been addressed in experi-
ments [5, 6]. Although the accelerated electron beam
quality is still not as optimized as the conventional
accelerators, quasi-monoenergetic beams with energy
spread less than several percent can be achieved now.

3.1 Linear and Nonlinear plasma waves

Before discussing the details of LWFA, it is impor-
tant to understand how such large amplitude waves
are generated in the plasma. As mentioned in Eq.
(79), a low intensity EM field propagates in the un-
derdense plasma without significant disturbing. It is
due to the fact that the electron momentum gained
from the laser pulse is small enough (pe << mec)
and the linearization in Eqs. (76) are satisfied. How-
ever, according to the discussion of single electron
dynamics in the EM field in Sec. II, the electron
momentum in the laser field becomes non-negligible
when the laser intensity is sufficiently high. Thus the
electron oscillations and the corresponding electron
plasma waves become important.

Assume a laser pulse propagates in the underdense
plasma along x−direction and polarized along the
y−axis, which can be expressed as,

a = â(x, t)cos(k0x− ω0t)êy, (119)

where k0 and ω0 are the laser wave vector and fre-
quency, and â is the envelope function representing
the longitudinal shape of the pulse. Considering a
Gaussian pulse so that the shape function can be ex-
pressed as

â2(ζ) = a20exp(−ζ2/L2
0), (120)

where ζ = x − vgt ≈ x − ct with vg being the laser
group velocity, L0 is the pulse length, and a0 is the
peak amplitude. The dimensionless amplitude has
the following relation with the laser intensity IL and
the laser central wavelength λL,

a0 = 8.6× 10−10
√
IL[W/cm2]λ2

L[µm]. (121)

The advantage of using ζ is that it allows the Eulerian
transformation and gives ∂/∂x = ∂/∂ζ and ∂/∂t =
−c∂/∂ζ, so that the second-order derivative becomes
∂2/∂x2 = ∂2/∂ζ2 and ∂2/∂t2 = c2∂2/∂ζ2.
The particle motion is dominated by the electric

field and the laser ponderomotive force in Eq. (118):

∂p

∂t
= −eE−mec

2∇γ. (122)

６－ 13６－ 12



Combined with Poisson’s equation and the continuity
equation, the full electron plasma waves can be de-
scribed. Rewrite the equations in the new coordinate
system gives,





−∂p
∂ζ = e

c
∂Φ
∂ζ −mec

∂γ
∂ζ

∂2Φ
∂ζ2 = −∂E

∂ζ = 4πen

−∂n
∂ζ +

(nβp)
∂ζ = 0,

(123)

where βp = v/c is the normalized velocity. β can be
eliminated with the relation of γ2(1−β2

p) = (1+ϕ)2,
in which the normalized potential ϕ = eΦ/mec

2 is
used. Thus the Poisson’s equation can be rewritten
as

∂2ϕ

∂ζ2
= −

k2p
2
[
1 + a2

(1 + ϕ2)
− 1], (124)

where kp = ωpe/c.
Considering the electrons motion along the longi-

tudinal direction, and neglect the role of radial elec-
tric field. In this case, the wakefield potential is only
the function of x and t, i.e. ϕ = ϕ(x, t). For sim-
plicity, we assume the laser pulse does not change
during its propagation. Therefore, the correspond-
ing wakefield is also stationary and it allow us to
use the law of energy conservation. Plasma ions are
assumed to be immobile, since the typical time for
ion motion is much longer than the pulse duration,
i.e. τ << ω−1

pi , where ω−1
pi = (4πnie

2/mi)
1/2 is the

ion plasma frequency. The electron fluid is cold, as
vosc = eEL/(meω0) >> vth = (kBTe/me)

1/2. In the
limit of ϕ < 1 and a0 < 1, Eq. (124) can be further
simplified to

(
∂2

∂ζ2
+ k2p)ϕ =

k2pa
2

2
. (125)

The analytical solution for Eq. (125) can be given as,

Ex =
2π2ϕkp

4π2 − k2pζ
2
L

[sinkp(ζ − ζL)− sinkpζ]. (126)

The corresponding solution is shown in Figure 8. It
clearly shows that the sine waves of the electron den-
sity oscillation and the longitudinal electric field are
formed behind the laser pulse. However, in the case
of a relative strong laser pulse, the equation describe
the plasma wave becomes,

∂2ϕ

∂ζ2
= k2pγ

2
p [βp(1−

1 + a2

γ2
p(1 + ϕ)2

)−1/2 − 1]. (127)

Noted that Eq. (127) is actually the NONLINEAR
plasma wave equation, which is valid for the case of

FIG. 8: Solutions for the case of a0 = 0.5.

a0 > 1 and ϕ > 1, i.e. for relativistic laser intensities
with IL > 1018W/cm2. A more rigorous derivation
should take the plasma temperature into account.
This is because the plasma pressure has a confin-
ing effect on the density distribution and the thermal
electrons are more easily trapped by the wake field.
However, the analysis is complicated and details can
be found in Ref. ([7]).

FIG. 9: Solutions for the case of a0 = 2.

The numerical solution for the case of a0 = 2 is pre-
sented in Figure 9. The plasma parameters here are
exactly the same as in the previous case of a = 0.5.
The shape of the density perturbation and the lon-
gitudinal electric field are no longer sinusoidal. The
strength of the electric field is also much stronger
than in the previous case.

By using the numerical tool of particle-in-cell (PIC)
simulation, the electron density distribution driven
by a short pulse laser is shown in Figure 10, where
the laser amplitude is about a0 = 1.8. A 2D wake-
field structure is presented. The black line represents
the transverse electric field, the white line is the den-
sity profile and the red line is the longitudinal electric
field. All the lines are cut along the laser axis. The
simulation results are similar to the solutions pre-
sented in Figure 9. In each period of the electric field,
half of the wavelength is able to accelerate electrons
in the forward direction.
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FIG. 10: 2D wakefield structure via PIC simulation.

3.2 Wave Breaking

As mentioned above, the same plasma produces the
wakefield with different amplitudes when the pump
laser is changed. This raises the question of what is
the maximum limit of the wakefield. The wakefield
strength as a0 increases is shown in Figure 11 based
on the numerical solution of Eq. (127). The structure
of Ex transits from a sine wave to a sawtooth wave.
It indicates that the fluid velocity at the tail of the
wave becomes faster as the amplitude increases.

FIG. 11: Wakefield strength according to a0.

To maintain a coherent wave structure, fluid dy-
namics dictates that the velocity of the fluid cannot
exceed the phase velocity of the wave. In the case
of the wakefield, if the electrons at the tail of the
wake wave are moving faster, then the electron charge
sheets will cross and the wave will lose its coherence,
often referred to as ’wave breaking’. First consider
the linear plasma wave case with δn = n0sin(kpζ)
and Ex = 4πe

∫
δndζ. It is easy to obtain the so

called ’cold wavebreaking limit’ as

E0 =
mecωpe

e
≈ 0.96

√
ne[cm−3](V/cm). (128)

By plugging ne ∼ 1018cm−3 into Eq. (128), the
maximum amplitude is about GV/cm, which is three
orders of magnitude higher than that of the conven-
tional accelerator.

In the case of nonlinear plasma wave, the maximum
amplitude is further increased by the γp factor as

EWB =
√
2(γp − 1)

mecωpe

e
. (129)

For a laser pulse with γp = 50, the maximum wake-
field amplitude becomes 10 time higher than the cold
wavebreaking limit. By checking the density pertur-
bations in Figure 12, one find that the density ap-
proaches n ∼ ∞ and the peak becomes singular with
the increase of a0, which indicates a breakdown of the
fluid equation. Similar to the discussion of thermal
effect in Eq. (127), the pressure will also reduce the
maximum amplitude of the wakefield. The details
can be found in Ref. ([8])

FIG. 12: Density perturbation according to a0.

So far, the considerations are focused on the wave
breaking in the longitudinal direction. The particles
at the tail of the wakefield, which experience the wave
breaking, enter the strong acceleration phase of the
wakefield. This is the so called electron self-injection
regime in LWFA which requires a strong laser field.
In fact, the transverse structure and the curvature of
the wakefield also cause the transverse wave breaking.
The corresponding analysis and detail discussions can
be found in Ref. ([9]).

3.3 Injection Scheme

To realize high energy electron acceleration, the
strong wakefield alone is not sufficient. The seed elec-
trons should be properly injected and trapped by the
wakefield. One of the most important steps is the
electron injection. Consider an electron moving in the
wakefield with the phase velocity of vp. The electron
position can be expressed by ζ and its correspond-
ing phase in the field is φ = kpζ. According to the
previous discussion, −π < φ < 0 is the acceleration
phase while 0 < φ < π is the deceleration phase. If
the electron’s initial velocity is not relativistic, it will
continuously shift back relative to the wakefield. If
the electron velocity at the phase of φ = −π is still
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smaller than vp, it will leave the acceleration phase
and enter the next deceleration phase. In another
word, only the electron with its velocity higher than
vp at φ = −π can be trapped and accelerated by the
wakefield.
To discuss the trapping and injection condition,

consider the Hamiltonian of an electron as

H =
√
1 + p̃2 − βpp̃− ϕ(ζ), (130)

where p̃ is the normalized momentum. After the
Canonical transformation, the Hamiltonian becomes

H(γ, φ) = γ(1− ββp)− ϕ(φ). (131)

The electron motion inside the phase space (p̃, ζ) can
be solved by the Hamilton’s equations,

{
dζ
dt = ∂H

∂p̃
dp̃
dt = −∂H

∂ζ

(132)

A typical solution with the initial condition of ϕ0 =
0.1 and γp = 10 was given in Ref. [10] as shown in
Figure 13.

FIG. 13: Single particle orbits in phase space. Figure
from Ref. [10].

The solid lines are the so-called separatrix, which
separates the trapped and untrapped electrons. The
electrons slide back with respect to the plasma wave
at an initial velocity vx0. If vx0 is too low, the elec-
tron cannot gain sufficient momentum at the phase
transition position, i.e. φ = −π. Only the elec-
trons whose orbits are inside the separatrix could
have enough velocity to catch the plasma wave and
be continuously accelerated in the forward direction.
It indicates that the cold electrons in the background
plasma cannot be injected into the wakefields. In
order to get high efficiency acceleration, many in-
jection mechanisms have been proposed in the past

decades. In general, there are two ways to improve
the injection, either by increasing the electron veloc-
ity or by decreasing the phase velocity of the plasma
waves. The main injection mechanisms including self-
injection, external injection, optical injection, ioniza-
tion injection, and density downramp (shock) injec-
tion.

3.3.1 Self-injection

Self-injection means that the background electrons
of the plasma are captured and accelerated by the
plasma waves without any external beam source or
other operations. As mentioned above, the elec-
tron self-injection occurs with the longitudinal wave
breaking. The advantage of self-injection is that it
is easy to be realized. Self-injection is always used
in the early stages of LWFA experiments. A typi-
cal self-injection case is presented in Figure 14 via
the PIC simulations. Here the electron plasma den-
sity is n0 = 1019cm-3 and the dimensionless ampli-
tude of the laser pulse is a0 = 10. According to Eq.
(129), the corresponding wave breaking field is about
EWB ≈ 15 GV/cm, which is consistent with the lon-
gitudinal electric field (red line) shown in Fig. 14(a).
As a result, the plasma wave breaks rapidly, as shown
in Fig. 14(b). An electron bunch with with a trans-
verse size of 4µm is injected at the tail of the bubble
structure, in which the transverse injection occurs to-
gether with the longitudinal injection. Noted that the
amplitude of the plasma wave decreases once the wave
breaks. Further electron injection is then stopped.
In Fig. 14(c), a large injected bunch can be clearly
seen inside the bubble. Based on the color of the
beam density, it is easy to know that the charge of
the bunch is large. The wakefield has already been
disturbed by the Coulomb field from the bunch. The
over charge loading is negative in producing the beam
with small energy spread.

Although the setup for self-injection is simple, as a
critical phenomenon at the high intensity, the injec-
tion is difficult to be controlled precisely and the cor-
responding beam quality is unstable. Normally due
to the consecutive injection, the energy spectrum of
the accelerated electron beam is quite broad. In addi-
tion, self-injection has a relatively low efficiency and
the process is stochastic. If more control over the in-
jection process is demanded in order to improve the
beam quality, self-injection with wave breaking is not
the optimised solution.

3.3.2 External Injection

In principle, all electrons experience the same lon-
gitudinal electric field with the same phase only if
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FIG. 14: The typical self-injection process obtained via
PIC simulation.

the electron injection process is localized in time and
space. In this case, the initial mono-energetic beam
is preserved. One of the choice is the external injec-
tion method, in which the electron beam may origi-
nate from the conventional accelerator. Normally the
electrons source from the RF accelerator has stable
beam pointing and the narrow energy spread as an
ideal external source. However, such the two stage ac-
celeration is difficult in alignment because of the mi-
crometre size of both the beams and the wake struc-
tures. The successful cases have been demonstrated
at BELLA of LBNL [11] and CERN [12].

A typical setup is shown in Figure 15 from Ref.
[13]. A cathode of the RF photogun is in front of
the entrance of the plasma channel to allow the laser
pulse propagation. A pulsed solenoid with the mag-
netic field of 0.68 T is used to focus the electrons into
the plasma channel. The RF photogun produces elec-
trons with the energy of several MeV as the external
source. In their experiments, the pico-Coulomb elec-
tron beam was accelerated from 3 MeV to more than
900 MeV with ∼ 5% energy spread in bunches of 8
fs.

FIG. 15: The typical setup of external injection using an
RF photogun for external electron source. Figure from
Ref. [13].

3.3.3 Optical Injection

Optical injection was first proposed in 1996 with
two orthogonal laser pulses [14]. The first laser pulse
is used to excite the wakefield in the plasma. The
second laser pulse in the perpendicular direction pro-
vides a local perturbation to change the trajectory
of some of the electrons so that they can be acceler-
ated and trapped by the plasma wave. In this case,
the transverse ponderomotive force from the second
laser pulse kicks the electrons. In fact, such local
perturbation of the electron trajectories for the in-
jection assistant can be achieved by ponderomotive
force, standing wave and electron heating. The cor-
responding mechanism is explained in Figure 16 from
Ref. [3].

Esarey et al. proposed to use a beat wave for
electron injection via the laser pulses in a counter-
propagating geometry [15]. The interference of the
main pulse and the second pulse creates a beatwave
pattern, which heats the local electrons from the
plasma background. The force associated with such
the beatwave is much stronger than the ponderomo-
tive force from the pumping laser. Thus the intensity
of the second pulse can be significantly reduced.

Optical injection has been demonstrated in both
simulations and experiments. One of the advantages
is that the optical injection with colliding pulse al-
lows to control the injection phase precisely which
is realized by changing the time delay between the
two pulses. This makes the electron beam energy
controllable and the energy spread relatively small.
Therefore, optical injection has a high demanding in
the spatial and temporal synchronization in experi-
ments, which is the main challenge for this method.
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FIG. 16: The principle of optical injection. Figure from
Ref. [3].

3.3.4 Ionization Injection

Ionization injection utilizes the different ionization
potential energies of the electrons on different shells.
As the laser pulse propagates through the plasma, the
electrons on the outer shell with low ionization en-
ergy are ionised first to form the background plasma.
The plasma waves are thus formed by these back-
ground electrons. Since the laser intensity is not
strong enough to drive the wave breaking and self-
injection, the background electrons only oscillate with
the plasma waves without injection. Now the ions in
the plasma still contain the electrons on the inner
shells. If the electrons are released during the ac-
celeration phase of the plasma waves, they can be
captured and accelerated further. The idea was first

proposed by Chen et al. in 2006 [16].

FIG. 17: The principle of ionization injection. Figure
from Ref. [17].

It is easy to understand that ionization injection
usually requires the gas of high-Z atoms, such as Ni-
trogen, or a mixture gas with both high-Z and low-Z
elements. One of the key factor is to proper calculate
the ionization process. Normally the field ionization
and tunnel ionization models are considered. A typ-
ical case was shown in Figure 17 from Ref. [17]. The
ionization level of N with respect to the laser dimen-
sionless amplitude is shown in Fig. 17(a). The elec-
trons fromN1+ toN5+ can be easily ionized and form
the background plasmas. For the electrons from N6+

to N7+, only the intensity at the pulse center can ion-
ize where the electric field of the laser is close to the
ionization field. Not all the electrons can be injected
into the plasma wave, even if their initial positions
are similar, as shown in Fig. 17(b). The electron
represented by the dashed red line slips backwards
with respect to the wakefield. However, the electron
represented by the solid black line, whose initial po-
sition is just 2µm away from the previous one, can
be trapped and accelerated in the wakefield. The dif-
ferent results depend on the electric potential at the
ionization location ψ0. Theoretical research shows
that the trapping condition in ionization injection is
determined by the potential difference of

∆Ψ = ψ0 − ψmin >
mec

2

e
, (133)

where ψmin is the minimum of the electric potential.
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Ionization injection has the advantages of low laser
intensity threshold and high injection efficiency. For
a typical 800nm laser, the amplitude threshold for
injection is about a0 ≤ 1.7. It has become one of
the main methods in LWFA. However, ionization in-
jection is a consecutive injection process. The beam
energy spread is usually quite broad. To improve the
beam quality, it is necessary to cutoff the injection
which is called Self-truncated ionization injection as
proposed in Ref. [18]. The corresponding energy
spread can be controlled to less than 10%.

3.3.5 Density Downramp Injection

In the above injection mechanisms, the main ideas
are focused on increasing the electron velocity to
catch up the plasma wave. As mentioned above, elec-
tron injection can also be achieved by decreasing the
phase velocity of the plasma waves, which has been
realized in density downramp injection. The wave-
length of the plasma wave is inversely proportional
to the local plasma density as

λp =
2πc

ωpe
≈

√
πmec2

ne2
. (134)

Considering that the plasma density gradually de-
creases in the longitudinal direction, the plasma
wavelength will increase, i.e. the corresponding phase
velocity of the plasma wave will decrease. Thus, the
electrons located at the tail of the plasma wave will
satisfy the injection condition. Density downramp
injection was first proposed in 2001 [19].
In experiments, the density transition region is nor-

mally formed when a supersonic gas stream collides
with a razor blade as seen in Fig. 18(a). A typical
density profile with such the setup is shown in Fig.
18(b). The red part is the density downramp region
which is very sharp. Such the transition region is
actually a shock in density distributions. Therefore,
the downramp injection is often called as ’shock in-
jection’.
By 2D PIC simulation, the variation of the plasma

wave and the electron injection can be reproduced.
Here we focus on the situations before and after the
shock as shown in Fig. 19(a) and (b), respectively.
The size of the first plasma wave is about 18µm be-
fore the shock. It extends to more than 22µm after
the shock and some of the electrons at the tail of the
first bubble have been injected into the acceleration
phase as seen in Fig. 19(b). Since the density transi-
tion (shock) is very sharp, the injection process which
only occurs at the shock can be controlled in a short
time. Therefore the injected beam length is also very
short, which results that most of the electrons locate
at the same acceleration phase. Fig. 19(c) shows the

FIG. 18: (a) Schematic of the shock injection experiment
setup. (b) The longitudinal density profile in a typical
case of density downramp injection.

electron beam accelerated till about 3mm and the
beam length is about 1.5µm. The energy spectrum
in this case is narrow and the energy spread becomes
∆E/E ∼ 1%.

The advantages of density downramp injection is
its high beam quality. However, the stability and re-
producibility are still extremely challenging. Due to
the highly non-linear injection and acceleration pro-
cesses, there are numerous parameters that influence
the electron dynamics. One of the main instabilities
come from the supersonic gas nozzle. When the high
velocity flow shear is combined with a nozzle wall,
the corresponding velocities are significantly reduced
due to the boundary effect. Such a boundary effect
is not only a singularity in the flow field that pro-
vides the seed for the vortex and turbulence, but also
partially blocks the nozzle cross-section, resulting in
significant variations in gas pressure. As a result, the
gas target becomes unstable and the laser focal posi-
tion may exceed the allowable misalignment. Recent
research from SANKEN at Osaka University [20, 21]
indicates that the stilling chamber with a modified
converging–diverging nozzle can effectively dissipate
the nonlinear instabilities originated from the fluid
boundary effects.
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FIG. 19: The electron density distributions before and
after the shock, where the shock locates at x = 1.31mm.

3.4 Scaling Law and Acceleration Limit

The energy gain in LWFA is affected by several
factors including the pumping laser energy, the laser
diffraction effect, the electron beam phase shift and
the beam charge. Understanding these principles
is important for better design of the LWFA setup.
In this section, the acceleration limit and the corre-
sponding energy scaling law will be discussed which
may provide a rough estimation of the acceleration
effect.

3.4.1 Rayleigh Diffraction and Self-focusing

In the laser-plasma interactions, it would be ideal
if the laser pulse could propagate over long distances
at high intensity. For a Gaussian laser pulse in vac-
uum, the high intensity can be maintained within a
Rayleigh length due to the diffraction effect. The
corresponding intensity is given by

I(r, x) = I0(
w0

w(x)
)2exp[

−2r2

w(x)2
], (135)

where the definition of the Gaussian beam is the same
with Eq. (106). However, in the case of a laser prop-
agating in an underdense plasma, it is possible to
confine the laser intensity by the plasma focusing ef-
fect. This allows the laser to keep at a high intensity
over a distance that is much longer than the Rayleigh
length in a vacuum. Such the self-focusing effect can
be well explained via a geometric optics scenario in
Figure 20 from Ref. [2].

FIG. 20: Geometry of a diffraction and focusing Gaussian
beam. Figure from Ref. [2].

The dimensionless amplitude of the laser has a
Gaussian profile in the transverse direction as a(r) =
a0exp(−r2/2w2

0). The focal position is inside the
plasma as shown in Fig. 20(a). Without the con-
sideration of the nonlinear focusing effect, the laser
pulse will diffract with a divergence angle of

θ =
dR

dx
=

w0

ZR
=

2

kLw0
, (136)

where kL = 2π/λL is the wave number of the laser
pulse. According to the dispersion relation in Eq.
(79), the refractive index of plasma can be defined
as:

η =
ckL
ωL

=

√
1−

ω2
pe

ω2
L

, (137)

where the electron plasma frequency is assumed to be
uniform. As mentioned above, the laser ponderomo-
tive force transversely push the electrons with differ-
ent strength. In the case of high intensity, the elec-
trons gain different momentum along the transverse
direction, resulting in a different relativistic factor.
When relativistic effects are taken into account, the
electron plasma frequency is no longer uniform in the
transverse direction due to the different mass of the
electrons. Thus Eq. (137) should be rewritten as

η(r) =

√
1−

ω2
pe

ω2
L

√
1 + a(r)2/2

. (138)

Now the refractive index η(r) has reached its maxi-
mum value along the axis (r = 0), indicating that the
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FIG. 19: The electron density distributions before and
after the shock, where the shock locates at x = 1.31mm.

3.4 Scaling Law and Acceleration Limit

The energy gain in LWFA is affected by several
factors including the pumping laser energy, the laser
diffraction effect, the electron beam phase shift and
the beam charge. Understanding these principles
is important for better design of the LWFA setup.
In this section, the acceleration limit and the corre-
sponding energy scaling law will be discussed which
may provide a rough estimation of the acceleration
effect.

3.4.1 Rayleigh Diffraction and Self-focusing

In the laser-plasma interactions, it would be ideal
if the laser pulse could propagate over long distances
at high intensity. For a Gaussian laser pulse in vac-
uum, the high intensity can be maintained within a
Rayleigh length due to the diffraction effect. The
corresponding intensity is given by

I(r, x) = I0(
w0

w(x)
)2exp[

−2r2

w(x)2
], (135)

where the definition of the Gaussian beam is the same
with Eq. (106). However, in the case of a laser prop-
agating in an underdense plasma, it is possible to
confine the laser intensity by the plasma focusing ef-
fect. This allows the laser to keep at a high intensity
over a distance that is much longer than the Rayleigh
length in a vacuum. Such the self-focusing effect can
be well explained via a geometric optics scenario in
Figure 20 from Ref. [2].

FIG. 20: Geometry of a diffraction and focusing Gaussian
beam. Figure from Ref. [2].

The dimensionless amplitude of the laser has a
Gaussian profile in the transverse direction as a(r) =
a0exp(−r2/2w2

0). The focal position is inside the
plasma as shown in Fig. 20(a). Without the con-
sideration of the nonlinear focusing effect, the laser
pulse will diffract with a divergence angle of

θ =
dR

dx
=

w0

ZR
=

2

kLw0
, (136)

where kL = 2π/λL is the wave number of the laser
pulse. According to the dispersion relation in Eq.
(79), the refractive index of plasma can be defined
as:
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uniform. As mentioned above, the laser ponderomo-
tive force transversely push the electrons with differ-
ent strength. In the case of high intensity, the elec-
trons gain different momentum along the transverse
direction, resulting in a different relativistic factor.
When relativistic effects are taken into account, the
electron plasma frequency is no longer uniform in the
transverse direction due to the different mass of the
electrons. Thus Eq. (137) should be rewritten as
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√
1−

ω2
pe

ω2
L

√
1 + a(r)2/2

. (138)

Now the refractive index η(r) has reached its maxi-
mum value along the axis (r = 0), indicating that the

plasma is analogous to a focusing lens as dη/dr < 0.
The phase velocity of the wave fronts propagating in
such the medium can be described as

vp(r) =
c

η(r)
≈ c[1 +

ω2
pe

2ω2
L

(1− a(r)2

4
)]. (139)

The phase fronts on the optical axis travels slower
than that on the lateral as shown in Figure 21 from
Ref. [2].

FIG. 21: Phase front shift in the transverse direction.
Figure from Ref. [2].

The velocity difference is given by

∆vp(r) =
ω2
pe

8ω2
L

a20exp
−r2

w2
0

c. (140)

The corresponding converging angle is α =
∆vp(r)t/R referring to Fig. 20(b). It is easy to obtain

that αmax =
√

∆vp(0)/c. By balancing the converg-
ing angle with the divergence angle in Eq. (136), the
self-focusing threshold can be expressed as

a20 ≤ 8(
c

ωpe
w0)

2. (141)

The laser power is proportional to a20 as PL = πa20w
2
0.

Then the corresponding threshold of laser power for
self-focusing is P = 8(ωL/ωpe)

2(GW). It should be
noted that this is not accurate, as the beam profile
and electron dynamics have not been taken into ac-
count. According to a more rigorous derivation via
the nonlinear Schrödinger equation, the accurate crit-
ical power for self-focusing is expressed as

Pcr = 17.5(
ωL

ωpe
)2(GW). (142)

For further details regarding the derivation, please
refer to Ref. [2].

FIG. 22: The beam radius with respect to different power.
Figure from Ref. [2].

Numerical simulations have proved the self-
focusing effect with respect to the laser power. As
seen in Figure 22, once the laser power exceeds the
critical power of Pcr, the transverse beam size no
longer increases even the propagation length is al-
ready much longer than the Rayleigh length.
Self-focusing is a crucial phenomenon in LWFA, as

it significantly extends the laser-plasma interaction
length. For a typical gas plasma with the density of
1018cm-3, the corresponding critical power is about
18 TW. Most of the modern high power laser facili-
ties are capable of exceeding the threshold. The ac-
celeration length with self-focusing typically reaches
several millimetres, whereas the Rayleigh length for a
focused laser beam is approximately one millimetre.
In order to achieve a longer acceleration length on a
centimetre scale, it is necessary to employ a waveg-
uide such as a discharged capillary. This also serves
to mitigate diffraction, thereby increasing the acceler-
ation length. Further details regarding the capillary
plasma channel can be found in the successful exper-
iments referenced in Refs. [22–24].

3.4.2 Pump Depletion Length

The energy of plasma waves is derived from the
driving laser pulse. It is evident that the acceleration
process ceases when the pumping laser no longer pos-
sesses sufficient intensity to excite wakefields. There-
fore, the so-called ’pump depletion length’ can be es-
timated as the distance over which the laser pulse
will transfer all its energy to the plasma wakes. As-
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suming the depletion length is Lpd and the average
field energy density of wake is E2

WB/8π, where EWB

should be discussed under non-relativistic and rel-
ativistic condition according to Eq. (128) and Eq.
(129), respectively. Thus the depletion condition can
be expressed as

UL ≈ E2
WB

8π
Lpdw

2
0, (143)

where UL is the laser pulse energy. The analytical
solution in the 1D limit was given in Ref. [25, 26] as

Lpd =
λ3
p

λ2
L

×

{
2
a2
0

if a20 << 1
√
2a0

π if a20 >> 1
(144)

It can be observed that the pump depletion length in
the non-relativistic case is of a considerable length.
In the relativistic case, the decrease of the length is
rapid due to the significant enhancement of wakefield
strength.

3.4.3 Dephasing Length

As previously stated in Sec. (3.3), the wakefield
has both the acceleration phase (−π < φ < 0) and
deceleration phase (0 < φ < π). A highly relativis-
tic electron will reach the phase transition point after
propagating a certain distance with a velocity exceed-
ing the phase velocity of the wakefield. The time it
takes the electron to move half a plasma wave out of
phase is

td =
λp

2

1

(ve − vp)
, (145)

where ve and vp are the electron velocity and the wake
phase velocity, respectively. Similar to the pump
depletion length, it should be discussed under non-
relativistic and relativistic conditions separately as

Ld =
λ3
p

2λ2
L

×

{
1 if a20 << 1
√
2a0

πNp
if a20 >> 1

(146)

where Np represents the number of plasma periods
behind the drive laser pulse.

3.4.4 Scaling Laws

The scaling law for the energy gain in LWFA is
determined by the bottle neck of the aforementioned
lengths. Under the non-relativistic case, the pump
depletion length is the longest one of the limiting fac-
tors so that the following relation is satisfied

ZR << Ld << Lpd. (147)

Considering the case of a0 = 0.5, λL = 0.8µm,
n0 = 1018cm−3 and w0 = 33.5µm, the correspond-
ing lengths are ZR = 0.44cm, Ld = 3cm and Lpd =
11.7cm. Taking the self-focusing effect into consid-
eration, the electron energy gain is thus limited by
dephasing.
In the relativistic case, the pump depletion length

is found to be comparable to the dephasing length.
A detailed discussion of the scaling law was given in
Ref. [10]. If the electron acceleration is limited by
the diffraction effect, Lacc ≈ πZR, the energy gain is
given by

W (MeV) = 740(
λL

λp
)

1√
1 + a20/2

P (TW ). (148)

In the case limited by the dephasing length, Lacc ≈
Ld, the energy gain is given by

W (MeV) =
630I(W/cm2)

n0(cm−3)
×

{
1 if a20 << 1
2

πNp
if a20 >> 1

(149)
In the case limited by the pump depletion length,
Lacc ≈ Lpd, the energy gain is given by

W (MeV) =

{
3.4×1021

λ2
L(µm)n0(cm−3)

if a20 << 1
400I(W/cm2)
n0(cm−3) if a20 >> 1

(150)
It is important to note that the above scaling laws
have been derived under the assumption of ideal-
ized conditions, which serve as a reference estimate.
While there will inevitably be discrepancies between
the theoretical predictions and the experimental mea-
surements, the scaling laws provide a useful indica-
tion of the likely outcomes and a theoretical frame-
work for optimizing the design of experiments.

3.4.5 Beam Loading

In addition to the limit imposed by the accelera-
tion length, the electron beam charge also exerts an
influence on the LWFA, and thus has its own inherent
limit. It should be noted that the wakefield can be
induced not only by the laser pulse, but also by the
injected electron beam. The net wakefield is the re-
sult of a superposition of the contributions from both
the laser and the electron beam. Once the charge
quantity of the electron beam is sufficiently large,
the wakefield generated by the laser pulse is unable
to provide further acceleration of the electrons. This
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It is important to note that the above scaling laws
have been derived under the assumption of ideal-
ized conditions, which serve as a reference estimate.
While there will inevitably be discrepancies between
the theoretical predictions and the experimental mea-
surements, the scaling laws provide a useful indica-
tion of the likely outcomes and a theoretical frame-
work for optimizing the design of experiments.

3.4.5 Beam Loading

In addition to the limit imposed by the accelera-
tion length, the electron beam charge also exerts an
influence on the LWFA, and thus has its own inherent
limit. It should be noted that the wakefield can be
induced not only by the laser pulse, but also by the
injected electron beam. The net wakefield is the re-
sult of a superposition of the contributions from both
the laser and the electron beam. Once the charge
quantity of the electron beam is sufficiently large,
the wakefield generated by the laser pulse is unable
to provide further acceleration of the electrons. This

phenomenon is referred to as ’beam loading’, i.e., the
electrons inside the wakefield are saturated. Gener-
ally, beam loading has adverse impact on the beam
quality and the acceleration efficiency. The energy
spread under the beam loading condition is always
broad. However, recent studies show that it is possi-
ble to modify the wakefield by controlling the beam
loading [27]. The corresponding beam quality has
been improved.

Here we have introduced the basic idea and some
main mechanisms in LWFA. The subject of LWFA
is currently undergoing rapid development. It is im-
possible to cover all the details and fresh results in
this short lecture. To have a better understanding of
LWFA and catch the latest progresses, it is necessary
to refer to more papers.

IV. Ion Acceleration

LWFA has high efficiency and long range accelera-
tion since both the wakefield and the trapped elec-
trons move with the velocities approaching to the
speed of light. However, ions cannot catch up the fast
plasma waves due to their heavier mass. The laser in-
tensities available currently are not strong enough to
kick the ions to high velocity over a short distance.
Consequently, the acceleration of ions is primarily de-
pendent on a static electric field with a substantial
amplitude, such as the charge separation field in a
high density target. The corresponding laser pulse
should be sufficiently intense to interact with the solid
density plasma. This section will provide a brief in-
troduction for laser-plasma driven ion acceleration.
More details of ion acceleration can be found in the
nice review papers in Ref. [28–30].

4.1 Target Normal Sheath Acceleration (TNSA)

When the intense laser interact with the thin foil
plasma, a large number of hot electrons will be pro-
duced. The hot electrons propagate in the laser di-
rection and reach the rear side of the target. Conse-
quently, a strong electrostatic field is generated nor-
mal to the rear surface of the target. The amplitude
of the field is strong enough to accelerate ions in a
short distance. Such the mechanism is known as tar-
get normal sheath acceleration (TNSA), which is first
proposed in 2001 [31].

The schematic of TNSA is shown in Figure 23 from
Ref. [30]. To model the sheath field, recall the MHD
momentum equation for the ions and gives

FIG. 23: The schematic of TNSA mechanism. Figure
from Ref. [30].

∂ui

∂t
+ (ui · ∇)ui =

Ze

mi
Es, (151)

where the electrostatic field originates from the
charge separation. Eq. (151) can be rewritten as

∂ui

∂t
+ (ui · ∇)ui = − c2s

ni
∇ni, (152)

where cs =
√
ZkBTe/mi is the ion sound velocity.

Define ξ = x/t and operate the Eulerian transforma-
tion gives ni = N(ξ) and ui(x, t) = V (ξ). Then the
MHD continuity equation and momentum equation
become

{
dN
Ndξ = −V−ξ

cs
dV
dξ = − dN

Ndξ (V − ξ).
(153)

Solving Eqs. (153) and returning back to the original
coordinates gives the ion density and velocity expres-
sion

{
ni = n0exp(− x

cst
− 1)

ui = cs + x/t
(154)

The corresponding scenario of the isothermal plasma
expansion can be seen in Figure 24 from Ref. [29].
The charge separation front locates at xf (t) and the
rarefaction front at −cst. It should be noted that the
expressions in Eqs. (154) only valid in the region of
−cst < x < xf (t).
Based on Eqs. (154), the ion velocity is observed

to increase infinitely. There must be a cutoff posi-
tion for the thermal expansion. Considering the local
density scale length equals to the local Debye length,
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FIG. 24: Density and velocity distributions of the thermal
expansion plasma. Figure from Ref. [29].

i.e. cst = λD, the charge separation front and the
velocity are given as


xf = cst[2ln(ωpit)− 1]

uf = 2csln(ωpit)
(155)

where ωpi =

4πniZ2e2/mi is the ion plasma fre-

quency. The electric field at ion front is

Ef =
2E0

ωpit
, (156)

where E0 =
√
4πn0Th and Th is the hot electron tem-

perature. Eqs. (154) also has a singularity at t = 0,
which is solved by assuming only a single ion popula-
tion and a single temperature electron at the initial
condition [32]. The corresponding electric field and
ion velocity can be expressed as



Ex = 2E0/


2e+ ω2

pit
2

ui = 2csln[
ωpit√
2e

+ (
ω2

pit
2

2e + 1)1/2].
(157)

The sheath field strength and the accelerated ion en-
ergy are proportional to the hot electron tempera-
ture, which is then determined by the laser amplitude
(∼


Iλ2

L).

4.2 Radiation Pressure Acceleration (RPA)

Radiation Pressure Acceleration (RPA) was pro-
posed in 2004 based on ultra-intense laser pulse [33].
The hydrodynamics of laser-plasma interactions are
typically influenced by the thermal pressure and the
radiation pressure (ponderomotive force). In the case
of ultra-intense laser pulse, the radiation pressure
dominates the laser-plasma interactions by directly
pushing the target inwards. An electron layer are sep-
arated from the plasma ions and the so-called double

layer structure is then formed. The large charge sepa-
ration field accelerates ions along the longitudinal di-
rection. This process is often called as ’hole-boring’.
The schematic of RPA is shown in Figure 25.

FIG. 25: The schematic of RPA mechanism. Figure from
Ref. [30].

During the stage of hole-boring, both the energy
and the charge quantity of the ion layer are in-
creasing. Hole-boring terminates when the ion layer
reaches at the rear surface of the target. After that,
the both the electron and the ion layer will be accel-
erated by the radiation pressure in the free space. It
is also called as a light-sail stage by imaging a sail
pushed by the wind.
For a laser field incident into the target in the nor-

mal direction, the balance of the radiation pressure
and the electrostatic pressure gives

E2
s

8π
= I

(1 +R− T )

c
, (158)

where R and T are the reflection and transmission co-
efficients of the target. Solving the Possion’s equation
of the double layer structure, the maximum energy
gain of the ions can be expressed as

Wmax =
ξ2

2(1 + ξ)
mpc

2, (159)

where ξ = 2πZ
A

me

mp

a2
0τ
ζ and ζ = π ne

nc

L
λL

. RPA nor-

mally requires that the laser intensity higher than
1021W/cm2. It is more efficient in the case of circu-
larly polarized (CP) laser beams since the pondero-
motive force of CP laser does not contain the high
frequency component of 2ωL. The interaction with a
CP laser is therefore steady, due to the exclusion of
time oscillation.
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FIG. 24: Density and velocity distributions of the thermal
expansion plasma. Figure from Ref. [29].
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CP laser is therefore steady, due to the exclusion of
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It should be noted that laser-driven ion accelera-
tion is a rapidly developing research topic. There are
many other mechanisms such as magnetic vortex ac-
celeration (MVX) [34], Coulomb explosion (CE) [35],
Break-out-afterburner (BOA) [36], shock wave accel-
eration (SWA) [37] in addition to the aforementioned
TNSA and RPA. Figure 26 shows the main ion ac-
celeration mechanisms with respect to the laser and
plasma parameters [38]. Ion acceleration has impor-
tant potential applications in heavy ion therapy, nu-
clear physics, fast ignition inertial confinement fusion
and fundamental particle physics. We cannot cover
all the regimes and the corresponding applications
here. For the readers interested in this topic, more
reviews can be found in the references of this section.

FIG. 26: Some basic laser ion acceleration mechanisms.
Figure from Ref. [38]

V. Kinetic Simulation

As mentioned in the previous sections, the laser-
plasma interactions for charged particle acceleration
are highly nonlinear. Only several cases with low
laser intensity and underdense plasmas can be solved
analytically. Actually not only in plasma physics,
but in the vast majority of research areas dealing
with complex systems, one has to resort to numer-
ical methods and large computers to simulate the
physical processes and obtain the detailed images.
Numerical simulation has become the third type of
physics research field after theoretical and experimen-
tal physics.

Concerning the plasma physics, there are mainly
two kinds of simulation methods. One is the magne-
tohydrodynamics (MHD) approach based on the fluid
theory where plasma is treated as the Single-fluid or
Two-fluids models. The other one is the Particle-
in-cell (PIC) approach based on the kinetic theory in
which plasma is treated as a statistical sample of par-
ticles. MHD method has widely applications in ICF.
However, specified to the topic of charged particle
acceleration, PIC method has its unique advantages.
PIC is implemented from first principles which sig-
nificantly reduces the demanding to the equation of
state. Unlike MHD simulations that rely on the sys-
tem being in a Maxwell distribution, PIC method
can resolve dynamical processes that deviate from
the equilibrium states, which is necessary to describe
the particle acceleration. There are many PIC codes
available nowadays such as EPOCH [39], OSIRIS [40],
SMILEI [41], VLPL [42], FBPIC [43], and so on.
Although these well developed codes release the re-
searchers from headache on writing their own code,
it’s still not a simple task to obtain the credible phys-
ical processes and images via simulation. The numer-
ical errors induced by improper setup may cover the
real interactions and present the misleading results.
Excessive simulation precision, while not leading to
the wrong results, will make the simulations and cal-
culations extremely expensive. Therefore it is neces-
sary to understand some basic algorithms of the PIC
code even as a pure user.

FIG. 27: Schematics of PIC code cycle.

Fig. 27 shows a typical PIC loop in one time-step,
which is common for most of the PIC codes. Gen-
erally, PIC loop contains four steps. The first is the
calculation of electromagnetic field onto the particles
by interpolation of the fields. The second is the ad-
vancing of the particles by solving the equations of
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motion. The third is the deposition of charge and cur-
rent densities onto the mesh grids. The fourth step
is to update the electromagnetic fields on the mesh
grids by solving Maxwell’s equations. These four
steps complete the iteration within a predefined time-
step, which should be carefully chosen depending
on the physical problem under consideration. Each
step in the loop contains some special algorithms to
reach specific computational purposes, which include
FDTD method, the particle pusher, field interpola-
tion and current deposition. In this chapter, a brief
introduction of these algorithms will be given. It
should be noted that even with the algorithms, it
takes a lot of effort to implement them in program-
ming. For the pure user there is now a large amount
of open source codes available for download, and the
programming step may not seem necessary. However,
reading the code in the context of the algorithms still
helps the user to have a better understanding of the
open source codes being used.

5.1 FDTD Solver for Maxwell’s equations

The Finite-Difference Time-Domain (FDTD)
method was first formulated by Yee [44] and has
been widely applied in many PIC codes as the
standard Maxwell-solver. All the field components
are located on the grids called as ’Yee lattice’.
Then the time-dependent Maxwell’s equations are
discretized and are further solved either in a central
difference method or in a leapfrog manner.
The normalized Maxwell’s equation can be written

as


∂E
∂t = ∇×B− J
∂B
∂t = −∇×E.

(160)

The Gauss’s law for electric and magnetic field are
self-consistent under certain conditions. Consider ∇·
∂tB = −∇·(∇×E) = 0, which implies ∂t(∇·B) = 0.
Therefore, if ∇ · B = 0 is initially satisfied, it will
always be satisfied. Recall the continuity equation
similar to Eq. (42),

∂ρ

∂t
+∇ · J = 0. (161)

Compare with the first equation in Eqs. (160), it
gives that ∇ · E = ρ. Therefore, under the condition
of charge conservation, the Gauss’s law for electric
field is always satisfied. Thus only Maxwell’s equa-
tions in Eqs. (160) are required for the update of the
electromagnetic field in time. The vector equations
can be expressed in the scalar form with the following
components,





∂tEx = (∂yBz − ∂zBy)− Jx

∂tEy = (∂zBx − ∂xBz)− Jy

∂tEz = (∂xBy − ∂yBx)− Jz

∂tBx = −(∂yEz − ∂zEy)

∂tBy = −(∂zEx − ∂xEz)

∂tBz = −(∂xEy − ∂yEx)

(162)

The distributions of the electric and magnetic field on
the grids are shown in Figure 28. Noted that B and
E are half mesh separated while J and E are located
in the same position on the mesh.

FIG. 28: The electromagnetic fields in the Yee lattice.

Thus the curl operation can be calculated as fol-
lows:

(Ex)
n+1
i+1/2,j,k − (Ex)

n
i+1/2,j,k

∆t
= −(Jx)

n+1/2
i+1/2,j,k

+
(Bz)

n+1/2
i+1/2,j+1/2,k − (Bz)

n+1/2
i+1/2,j−1/2,k

∆y

−
(By)

n+1/2
i+1/2,j,k+1/2 − (By)

n+1/2
i+1/2,j,k−1/2

∆z
,

(163)

(Bx)
n+3/2
i,j+1/2,k+1/2 − (Bx)

n+1/2
i,j+1/2,k+1/2

∆t
=

(Ey)
n+1
i,j+1/2,k+1 − (Ey)

n+1
i,j+1/2,k

∆z

−
(Ez)

n+1
i,j+1,k+1/2 − (Ez)

n+1
i+1/2,j,k+1/2

∆y
.

(164)

To be simplified, here only the components of Ex and
Bx are presented. The others can be easily imple-
mented by changing the footnotes in order.

One of the most important constraints in PIC is the
so-called Courant-Friedrichs-Lewy (CFL) condition
[45]. The principle of the condition is that the wave
traveling across a discrete spatial grid should not
propagate more than one cell per time step. There-
fore it restricts the time step parameter ∆t in PIC
by

c∆t ≤ 1√
1/∆x2 + 1/∆y2 + 1/∆z2

, (165)

which is the valid for the 3D case. CFL condition is
also called as the numerical stability condition related
to the numerical dispersion. Actually CFL condition
is not specified to PIC code. In many PDE (par-
tial differential equations) solver with explicit time-
marching method, such the condition must be satis-
fied to avoid incorrect or unstable results.

The phase velocity of the numerical electromag-
netic fields with respect to the mesh resolution is
shown in Figure 29 from Ref. [46]. FDTD solver is
subject to numerical dispersion as the wave velocity
is found to depend on its wavenumber and propaga-
tion orientation. For a typical simulation of normal
incident, a sufficient high resolution is necessary.

FIG. 29: Phase velocity of EM fields with respect to the
numerical resolution. Figure from Ref. [46]

5.2 Particle-pusher for equations of motion

The particle-pusher advances the particles informa-
tion in time and space by solving the Lorentz-Newton
equation. This allows the density and current dis-
tribution to be updated for further advancement of
Maxwell’s equations. In relativistic condition, the di-
mensionless Lorentz-Newton equation can be written
as

d(γmev)

dt
= −e(E+ v×B). (166)

To update the position, one need the definition of the
velocity,

dx

dt
= v. (167)

Discretizing the above equations gives,





u = γv
un+1/2−un−1/2

∆t = −e
me

[En + un+1/2+un−1/2

2γn ×Bn]
xn+1−xn

∆t = un+1/2

γn+1/2

(168)
where u is the commonly used normalized velocity
and γn = (γn+1/2 + γn−1/2)/2.

In a typical PIC simulation, the number of parti-
cles reaches more than 109. The particle-pusher is
the most time consuming part in the PIC loops and
it is easy to introduce the error of numerical heating.
The method for the particle-pusher should be han-
dled carefully. In the modern PIC codes, the Boris-
Pusher algorithm [47] is the most well-established
and commonly used method for solving the Lorentz-
Newton equations due to its excellent properties such
as high stability, energy conservation, avoidance of
cross-product computations, and time reversibility.
By observing Eqs. (168), it can be seen that the elec-
tric field component is easily calculated by the leap-
frog method, as used in FDTD. However, the curl
operation on the magnetic field is difficult to solve
since it contains the term of un+1/2 on both sides
of the equation. The basic idea of the Boris-Pusher
is to separate the acceleration phase contributed by
the electric field and the rotation phase contributed
by the magnetic field in Eq. (166). First use the
following substitution for the normalized velocity:


un−1/2 = u− − −eEn

me

∆t
2

un+1/2 = u+ + −eEn

me

∆t
2

(169)

Plugging Eqs. (169) back to Eqs. (168), the electric
field term will be eliminated and gives,

u+ − u−

∆t
=

−e

2meγn
(u+ + u−)×Bn. (170)

Noted that the term u− is known since u− =
un−1/2 − eEn∆t/2me. Building a new vector b to
substitute the magnetic field as:

b =
−eBn

meγn

∆t

2
. (171)
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motion. The third is the deposition of charge and cur-
rent densities onto the mesh grids. The fourth step
is to update the electromagnetic fields on the mesh
grids by solving Maxwell’s equations. These four
steps complete the iteration within a predefined time-
step, which should be carefully chosen depending
on the physical problem under consideration. Each
step in the loop contains some special algorithms to
reach specific computational purposes, which include
FDTD method, the particle pusher, field interpola-
tion and current deposition. In this chapter, a brief
introduction of these algorithms will be given. It
should be noted that even with the algorithms, it
takes a lot of effort to implement them in program-
ming. For the pure user there is now a large amount
of open source codes available for download, and the
programming step may not seem necessary. However,
reading the code in the context of the algorithms still
helps the user to have a better understanding of the
open source codes being used.

5.1 FDTD Solver for Maxwell’s equations

The Finite-Difference Time-Domain (FDTD)
method was first formulated by Yee [44] and has
been widely applied in many PIC codes as the
standard Maxwell-solver. All the field components
are located on the grids called as ’Yee lattice’.
Then the time-dependent Maxwell’s equations are
discretized and are further solved either in a central
difference method or in a leapfrog manner.
The normalized Maxwell’s equation can be written

as


∂E
∂t = ∇×B− J
∂B
∂t = −∇×E.

(160)

The Gauss’s law for electric and magnetic field are
self-consistent under certain conditions. Consider ∇·
∂tB = −∇·(∇×E) = 0, which implies ∂t(∇·B) = 0.
Therefore, if ∇ · B = 0 is initially satisfied, it will
always be satisfied. Recall the continuity equation
similar to Eq. (42),

∂ρ

∂t
+∇ · J = 0. (161)

Compare with the first equation in Eqs. (160), it
gives that ∇ · E = ρ. Therefore, under the condition
of charge conservation, the Gauss’s law for electric
field is always satisfied. Thus only Maxwell’s equa-
tions in Eqs. (160) are required for the update of the
electromagnetic field in time. The vector equations
can be expressed in the scalar form with the following
components,





∂tEx = (∂yBz − ∂zBy)− Jx

∂tEy = (∂zBx − ∂xBz)− Jy

∂tEz = (∂xBy − ∂yBx)− Jz

∂tBx = −(∂yEz − ∂zEy)

∂tBy = −(∂zEx − ∂xEz)

∂tBz = −(∂xEy − ∂yEx)

(162)

The distributions of the electric and magnetic field on
the grids are shown in Figure 28. Noted that B and
E are half mesh separated while J and E are located
in the same position on the mesh.

FIG. 28: The electromagnetic fields in the Yee lattice.

Thus the curl operation can be calculated as fol-
lows:

(Ex)
n+1
i+1/2,j,k − (Ex)

n
i+1/2,j,k

∆t
= −(Jx)

n+1/2
i+1/2,j,k

+
(Bz)

n+1/2
i+1/2,j+1/2,k − (Bz)

n+1/2
i+1/2,j−1/2,k

∆y

−
(By)

n+1/2
i+1/2,j,k+1/2 − (By)

n+1/2
i+1/2,j,k−1/2

∆z
,

(163)

(Bx)
n+3/2
i,j+1/2,k+1/2 − (Bx)

n+1/2
i,j+1/2,k+1/2

∆t
=

(Ey)
n+1
i,j+1/2,k+1 − (Ey)

n+1
i,j+1/2,k

∆z

−
(Ez)

n+1
i,j+1,k+1/2 − (Ez)

n+1
i+1/2,j,k+1/2

∆y
.

(164)

To be simplified, here only the components of Ex and
Bx are presented. The others can be easily imple-
mented by changing the footnotes in order.

One of the most important constraints in PIC is the
so-called Courant-Friedrichs-Lewy (CFL) condition
[45]. The principle of the condition is that the wave
traveling across a discrete spatial grid should not
propagate more than one cell per time step. There-
fore it restricts the time step parameter ∆t in PIC
by

c∆t ≤ 1√
1/∆x2 + 1/∆y2 + 1/∆z2

, (165)

which is the valid for the 3D case. CFL condition is
also called as the numerical stability condition related
to the numerical dispersion. Actually CFL condition
is not specified to PIC code. In many PDE (par-
tial differential equations) solver with explicit time-
marching method, such the condition must be satis-
fied to avoid incorrect or unstable results.

The phase velocity of the numerical electromag-
netic fields with respect to the mesh resolution is
shown in Figure 29 from Ref. [46]. FDTD solver is
subject to numerical dispersion as the wave velocity
is found to depend on its wavenumber and propaga-
tion orientation. For a typical simulation of normal
incident, a sufficient high resolution is necessary.

FIG. 29: Phase velocity of EM fields with respect to the
numerical resolution. Figure from Ref. [46]

5.2 Particle-pusher for equations of motion

The particle-pusher advances the particles informa-
tion in time and space by solving the Lorentz-Newton
equation. This allows the density and current dis-
tribution to be updated for further advancement of
Maxwell’s equations. In relativistic condition, the di-
mensionless Lorentz-Newton equation can be written
as

d(γmev)

dt
= −e(E+ v×B). (166)

To update the position, one need the definition of the
velocity,

dx

dt
= v. (167)

Discretizing the above equations gives,





u = γv
un+1/2−un−1/2

∆t = −e
me

[En + un+1/2+un−1/2

2γn ×Bn]
xn+1−xn

∆t = un+1/2

γn+1/2

(168)
where u is the commonly used normalized velocity
and γn = (γn+1/2 + γn−1/2)/2.

In a typical PIC simulation, the number of parti-
cles reaches more than 109. The particle-pusher is
the most time consuming part in the PIC loops and
it is easy to introduce the error of numerical heating.
The method for the particle-pusher should be han-
dled carefully. In the modern PIC codes, the Boris-
Pusher algorithm [47] is the most well-established
and commonly used method for solving the Lorentz-
Newton equations due to its excellent properties such
as high stability, energy conservation, avoidance of
cross-product computations, and time reversibility.
By observing Eqs. (168), it can be seen that the elec-
tric field component is easily calculated by the leap-
frog method, as used in FDTD. However, the curl
operation on the magnetic field is difficult to solve
since it contains the term of un+1/2 on both sides
of the equation. The basic idea of the Boris-Pusher
is to separate the acceleration phase contributed by
the electric field and the rotation phase contributed
by the magnetic field in Eq. (166). First use the
following substitution for the normalized velocity:


un−1/2 = u− − −eEn

me

∆t
2

un+1/2 = u+ + −eEn

me

∆t
2

(169)

Plugging Eqs. (169) back to Eqs. (168), the electric
field term will be eliminated and gives,

u+ − u−

∆t
=

−e

2meγn
(u+ + u−)×Bn. (170)

Noted that the term u− is known since u− =
un−1/2 − eEn∆t/2me. Building a new vector b to
substitute the magnetic field as:

b =
−eBn

meγn

∆t

2
. (171)
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A new velocity vector can be expressed as

u∗ = u− + u− × b. (172)

Since both u− and b are known, the velocity of u∗ can
also be computed. Building another vector parallel to
b as:

s =
2b

1 + |b|2
. (173)

The geometrical relation among u∗, s, and u− gives

u+ = u− + u∗ × s. (174)

Thus it reaches our final goal un+1/2 according to the
second equation in Eqs. (169).

5.3 Grid field interpolation

One problem that remains in the particle-pusher is
how to determine the force acting on the particles,
i.e. the electric and magnetic field strength at the
particle position. As mentioned above, the field in-
formation in the PIC code is only distributed on the
grids. However, the particles can be located anywhere
in the simulation box. It is necessary to do the inter-
polation of the grid fields to the particles positions.
Similarly, when we consider the charge and current
on the grids contributed by the particles, the inter-
polation should be operated again from the particle
positions to the grids.
The interpolation is based on the so-called shape

function of the particles, which controls the smooth-
ness of the solution. In PIC code, one of the key ideas
is to express the distribution function via a sum of the
macroparticles as,

f(t,x,p) =
N

p=1

wpS(x− xp(t))δ(p− pp(t)), (175)

whereN is the total number of the macroparticles, wp

is the weight representing their ratio to the real par-
ticles, S(x) is the spatial shape function. It should be
particularly noted that the macroparticles in PIC are
not the mass points. They have the sizes expressed
by the spatial shape function. The delta function
δ(p−pp(t)) guarantees that each particle has one ve-
locity in order to avoid the expansion in phase space.
In the pioneering PIC codes, the shape function

also took the form of a delta function. In contrast, the
shape functions in the modern PIC codes are mainly
the b-splines with different orders. The zeroth order
b-spline is a top hat function as

S(x) =


1 if |x| ≤ ∆x/2

0 otherwise
(176)

which is also known as the nearest-grid-point (NGP)
function. In this case, each electron is like a rod with
same length ∆x between the grid points, which con-
tributes charge density e/∆x. The first order b-spline
is a triangle function as

S(x) =


1− |x|/∆x if |x| ≤ ∆x

0 otherwise
(177)

Such the continuous linear interpolation is called as
the cloud-in-cell (CIC). The charge contributed by
the electron linearly decreases from e/∆x to 0 in the
distance of one cell. In many PIC codes, the first
order shape is set as default. The form of the second
order becomes more complicate as:

S(x) =




( x
∆x + 1.5)2/2 if − 1.5∆x ≤ x ≤ −0.5∆x

[−2( x
∆x )

2 + 1.5]/2 if x| ≤ ∆x/2

[3− ( x
∆x + 1.5)]2/2 if 0.5∆x ≤ x ≤ 1.5∆x

0 otherwise

(178)

The first three b-splines of the spatial shape func-
tions are shown in Figure 30. The higher order shape
function results in a higher resolution with the cost of
heavier computing. Therefore, a sufficient order for a
certain physical model should be carefully considered
to balance the efficiency and accuracy.

FIG. 30: The first three orders of the spatial shape func-
tions.

Once the shape function has been determined, the
electric and magnetic fields calculated at the discrete
grids can be assigned to the particle positions as,


En

p =


ijk E
n
ijkS(xijk − xn

p )

Bn
p =


ijk B

n
ijkS(xijk − xn

p )
(179)
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A new velocity vector can be expressed as

u∗ = u− + u− × b. (172)

Since both u− and b are known, the velocity of u∗ can
also be computed. Building another vector parallel to
b as:

s =
2b

1 + |b|2
. (173)

The geometrical relation among u∗, s, and u− gives

u+ = u− + u∗ × s. (174)

Thus it reaches our final goal un+1/2 according to the
second equation in Eqs. (169).

5.3 Grid field interpolation

One problem that remains in the particle-pusher is
how to determine the force acting on the particles,
i.e. the electric and magnetic field strength at the
particle position. As mentioned above, the field in-
formation in the PIC code is only distributed on the
grids. However, the particles can be located anywhere
in the simulation box. It is necessary to do the inter-
polation of the grid fields to the particles positions.
Similarly, when we consider the charge and current
on the grids contributed by the particles, the inter-
polation should be operated again from the particle
positions to the grids.
The interpolation is based on the so-called shape

function of the particles, which controls the smooth-
ness of the solution. In PIC code, one of the key ideas
is to express the distribution function via a sum of the
macroparticles as,

f(t,x,p) =
N

p=1

wpS(x− xp(t))δ(p− pp(t)), (175)

whereN is the total number of the macroparticles, wp

is the weight representing their ratio to the real par-
ticles, S(x) is the spatial shape function. It should be
particularly noted that the macroparticles in PIC are
not the mass points. They have the sizes expressed
by the spatial shape function. The delta function
δ(p−pp(t)) guarantees that each particle has one ve-
locity in order to avoid the expansion in phase space.
In the pioneering PIC codes, the shape function

also took the form of a delta function. In contrast, the
shape functions in the modern PIC codes are mainly
the b-splines with different orders. The zeroth order
b-spline is a top hat function as

S(x) =


1 if |x| ≤ ∆x/2

0 otherwise
(176)

which is also known as the nearest-grid-point (NGP)
function. In this case, each electron is like a rod with
same length ∆x between the grid points, which con-
tributes charge density e/∆x. The first order b-spline
is a triangle function as

S(x) =


1− |x|/∆x if |x| ≤ ∆x

0 otherwise
(177)

Such the continuous linear interpolation is called as
the cloud-in-cell (CIC). The charge contributed by
the electron linearly decreases from e/∆x to 0 in the
distance of one cell. In many PIC codes, the first
order shape is set as default. The form of the second
order becomes more complicate as:

S(x) =


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( x
∆x + 1.5)2/2 if − 1.5∆x ≤ x ≤ −0.5∆x

[−2( x
∆x )

2 + 1.5]/2 if x| ≤ ∆x/2

[3− ( x
∆x + 1.5)]2/2 if 0.5∆x ≤ x ≤ 1.5∆x

0 otherwise

(178)

The first three b-splines of the spatial shape func-
tions are shown in Figure 30. The higher order shape
function results in a higher resolution with the cost of
heavier computing. Therefore, a sufficient order for a
certain physical model should be carefully considered
to balance the efficiency and accuracy.

FIG. 30: The first three orders of the spatial shape func-
tions.

Once the shape function has been determined, the
electric and magnetic fields calculated at the discrete
grids can be assigned to the particle positions as,


En

p =


ijk E
n
ijkS(xijk − xn

p )

Bn
p =


ijk B

n
ijkS(xijk − xn

p )
(179)

5.4 Current deposition

After updating the velocities and positions of the
particles by Eq. (174) and Eqs. (169), it is possible
to calculate the charge density ρ and current den-
sity J on the grid. Under the condition of charge
conservation, J. Villasenor and O. Buneman [48] pro-
vided a method for calculating the current density
based on the first-order shape function (CIC). How-
ever, the form of the calculation is complicated due
to the consideration of various boundary conditions.
Later, T. Esirkepov [49] proposed a unified form of
current density calculation with an arbitrary order
shape function, which can be implemented directly
in the PIC code. The current density contributed by
a particle is computed as:




(Jx)
n+1/2
i+1/2,j,k − (Jx)

n+1/2
i−1/2,j,k = −qs

∆x
∆t (Sx)

n+1/2
i,j,k

(Jy)
n+1/2
i,j+1/2,k − (Jy)

n+1/2
i,j−1/2,k = −qs

∆y
∆t (Sy)

n+1/2
i,j,k

(Jz)
n+1/2
i,j,k+1/2 − (Jz)

n+1/2
i,j,k−1/2 = −qs

∆z
∆t (Sz)

n+1/2
i,j,k

(180)
The shape functions are recalled again for the cur-

rent deposition. The particle shape function appear
in two places in PIC. First is when the EM fields
are interpolated to the position of the particle as we
mentioned above. Second is here when the current
is updated and properties of the particle are copied
onto the grids.

So far, the main loops and algorithms of the PIC
method have been discussed. Most of the popular
codes are based on the above frames and the fun-
damental laser-plasma interactions can be well cal-
culated. Modern PIC codes may also include other
physical packages such as Coulomb collisions, atomic
reaction, radiation, and QED effects. The discus-
sion of these specific tools is beyond the scope of this
lecture. Although the principles are not difficult, it
requires careful design and setup to launch a proper
simulation for a specific physical model. The PIC
code is easily affected by numerical dispersion, self-
heating, numerical Cherenkov instability and other
numerical instabilities. Experience and a better un-
derstanding of the physical processes are necessary to
perform reliable simulations.

VI. Summary

This mini-review presents an overview of the fun-
damental theories of laser-plasma interactions and
charged particle acceleration principles. A compre-
hensive relation between the laser and plasma pa-
rameters are provided via formulas for obtaining the
practical scaling laws. The numerical tools of kinetic

simulation are briefly introduced for beginners and
pure users. Many relevant articles are not referenced
here due to the limitation constraints. Readers inter-
ested in this topic may find more detailed literature
here [2, 3, 10, 29, 50, 51].
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